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Resum

Les passades dues dècades han viscut un gran progrés en l’habilitat experimental per a
controlar i implementar sistemes complexes quàntics. Exemples d’aquestes plataformes
experimentals són niguls atòmics atrapats en potencials de llum, o dins cavitats òptiques,
sistemes optomecànics, o conjunts de qubits superconductors. Una de les motivacions
darrera aquesta empresa, és la promesa de noves tecnologies quàntiques basades en sistemes
fets de moltes unitats que podrien sobrepassar les capacitats de les tecnologies actuals per
a la computació, telecomunicacions, o per fer mesuraments, fent us d’efectes quàntics.
Cal mencionar també la simulació quàntica, on aquests sistemes experimentals precisos i
controlables serien utilitzats per a estudiar fenòmens quàntics fonamentals que no poden
esser estudiats d’altre manera.

Aquests sistemes experimentals són sistemes quàntics oberts ja que, inevitablement,
estan acoblats a algun continu d’energia que indueix dissipació i decoherència. Aquesta
interacció és inherent a la nostra habilitat per observar i controlar aquests sistemes, ja
sigui a través de la radiació que a emeten, o que nosaltres els fem arribar. A més, pot
constituir una limitació important a l’hora d’aprofitar efectes quàntics per a aplicacions
tecnològiques. Tot i aix́ı, la naturalesa dissipativa i lluny de l’equilibri termodinàmic
d’alguns d’aquests sistemes ha suposat una gran oportunitat per a estudiar fenòmens
quàntics lluny de l’equilibri, amb interès tant fonamental com aplicat.

Aquesta tesis està enfocada a l’estudi de la sincronització i altres fenòmens dinàmics
col·lectius en sistemes quàntics dissipatius. La sincronització és un fenomen paradigmàtic
dels sistemes clàssics fora de l’equilibri, que ocorr en diferents contexts i adoptant difer-
ents formes. Uns deu anys enrere, una sèrie d’articles van mostrar que fenòmens de
sincronització podien ocórrer també en sistemes quàntics, donant peu al camp de la sin-
cronització quàntica. En aquesta tesis, investigarem preguntes com ara a quins sistemes
quàntics podem observar aquest fenomen, com es manifesta quànticament, o si mostra
caracteŕıstiques eminentment quàntiques.

Després de la introducció, la segona part de la tesis es centra en el fenomen de la
sincronització transitòria, on la relaxació de sistemes cap al seu estat estacionari ocorr
d’una manera sincronitzada. Tal com mostrarem, aquest és un fenomen comú i robust,
que ocorr en sistemes d’espins, sistemes lineals d’oscil·ladors harmònics, tant en presència
de dissipació col·lectiva com independent, i també en presència de topologies complexes i
sistemes inhomogenis. Mostrarem com aquest tipus de sincronització quàntica pot emer-
gir en la f́ısica de baixes energies d’un sistema d’àtoms atrapats en un potencial de llum
unidimensional, i n’identificarem diferents escenaris. A més, descriurem la sincronització
deguda a la coalescència o punts excepcionals en sistemes estesos, estudiant-ne les carac-

i



ii Resum

teŕıstiques espectrals especifiques, com ressonàncies estretes, finestres de transparència i
altres efectes deguts a interferències.

La tercera part d’aquesta tesis es centra en estudiar la relació entre la sincronització
a una senyal externa i altres fenòmens quàntics lluny de l’equilibri, considerant el cas
particular de l’oscil·lador de van der Pol amb squeezing. La nostra investigació mostrarà
que, de fet, la sincronització d’aquest sistema està ı́ntimament relacionada al fenomen de la
metaestabilitat quàntica. A més, a mesura que el sistema s’apropa al limit clàssic, es donen
fenòmens de ruptura espontània de simetria, i la sincronització resulta estar relacionada
també amb transicions dissipatives de fase i cristalls temporals. De fet, l’absència de
sincronització correspon a un cristall temporal continu, mentre que la sincronització a un
cristall temporal discret.

Finalment presentarem les conclusions d’aquesta tesis juntament amb possibles ĺınies
d’investigació futures. Els resultats principals d’aquesta tesis permeten identificar nous
escenaris de sincronització quàntica i establir les seves connexions amb altres fenòmens
fonamentals com la coalescència de modes col·lectius, les transicions de fase dissipatives,
o els cristalls temporals.



Resumen

Las últimas dos décadas han sido testigo de un gran progreso experimental en cuanto
a la habilidad de controlar e implementar sistemas complejos cuánticos. Ejemplos de
dichos sistemas incluyen nubes de átomos atrapados en potenciales de luz, o en cavidades
ópticas, sistemas optomecánicos, o conjuntos de qubits superconductores. Una de las
motivaciones detrás de esta empresa, es la promesa de nuevas tecnoloǵıas basadas en
sistemas de muchas unidades que podŕıan sobrepasar las capacidades de las tecnoloǵıas
actuales para la computación, telecomunicaciones, o para realizar medidas, haciendo uso
de efectos cuánticos. Cabe mencionar también la simulación cuántica, donde estos sistemas
experimentales precisos y controlables seŕıan utilizados para estudiar fenómenos cuánticos
fundamentales que no pueden ser estudiados de otra forma.

Estos sistemas experimentales son sistemas cuánticos abiertos, ya que, inevitablemente,
están acoplados a un continuo de enerǵıa que induce disipación y decoherencia. Esta in-
teracción es inherente a nuestra habilidad de observar y controlar estos sistemas, ya sea a
través de la radiación que emiten, o de la que nosotros les hacemos llegar. Además, esta
puede constituir una limitación importante a la hora de aprovechar efectos cuánticos para
aplicaciones tecnológicas. Por otra parte, la naturaleza disipativa y lejos del equilibrio ter-
modinámico de algunos de estos sistemas ha supuesto una gran oportunidad para estudiar
fenómenos cuánticos lejos del equilibrio, de interés tanto fundamental como aplicado.

Esta tesis está enfocada al estudio de la sincronización y otros fenómenos dinámicos
colectivos en sistemas cuánticos disipativos. La sincronización es un fenómeno paradigmático
de los sistemas clásicos lejos del equilibrio, que ocurre en diferentes contextos y adquiere
diferentes formas. Unos diez años atrás, una serie de art́ıculos mostró que fenómenos de sin-
cronización pod́ıan ocurrir en sistemas cuánticos, dando paso al campo de la sincronización
cuántica. En esta tesis, investigaremos preguntas como en qué sistemas cuánticos pode-
mos observar este fenómeno, como se manifiesta cuánticamente, o si muestra caracteŕısticas
genuinamente cuánticas.

Después de la introducción, la segunda parte de la tesis se centra en el fenómeno
de la sincronización transitoria, donde la relajación de sistemas hacia su estado esta-
cionario ocurre de manera sincronizada. Enseñaremos que este es un fenómeno común y
robusto, que ocurre en sistemas de espines, sistemas lineales de osciladores armónicos,
tanto en presencia de disipación colectiva como independiente, y también en presen-
cia de topoloǵıas complejas y sistemas inhomogéneos. Enseñaremos como este tipo de
sincronización cuántica puede emerger en la f́ısica de bajas enerǵıas de un sistema de
átomos en un potencial de luz unidimensional, e identificaremos los diferentes escenarios.
Además, describiremos la sincronización debido a coalescencia o puntos excepcionales en
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sistemas extendidos, estudiando las caracteŕısticas espectrales espećıficas, como resonan-
cias estrechas, ventanas de transparencia y otros efectos debidos a interferencias.

La tercera parte de esta tesis se centra en estudiar la relación entre la sincronización
a una señal externa y otros fenómenos cuánticos lejos del equilibrio, considerando el caso
particular del oscilador de van der Pol con squeezing. Enseñaremos que la sincronización de
este sistema está ı́ntimamente relacionada con el fenómeno de la metaestabilidad cuántica.
Además, a medida que el sistema se acerca al ĺımite clásico, se dan fenómenos de rotura
espontánea de simetŕıa, y la sincronización resulta estar relacionada también con transi-
ciones disipativas de fase y cristales temporales. De hecho, la ausencia de sincronización
se corresponde a un cristal temporal continuo, mientra que la presencia de sincronización
a uno discreto.

Finalmente presentaremos las conclusiones de esta tesis junto con posibles lineas de
investigación futuras. Los resultados principales de esta tesis permiten identificar nuevos
escenarios de sincronización cuántica y establecer sus conexiones con otros fenómenos
fundamentales como la coalescencia, las transiciones de fase disipativas, o los cristales
temporales.



Abstract

The past two decades have witnessed huge experimental progress on the ability to control
and engineer the dynamics of complex quantum systems. Experimental platforms range
from large atomic clouds trapped in optical lattices, to few atoms trapped near photonic
nanostructures, optomechanical systems, or arrays of superconducting qubits. An impor-
tant driving force behind this venture has been the promise of new quantum technologies
based on extended systems for computation, telecommunications, and sensing that might
surpass the performance and capabilities of current ones by exploiting quantum effects. As
well as the development of quantum simulation, in which highly-controllable experimental
systems are aimed to study fundamental quantum phenomena currently unaddressable by
other means.

All these experimental platforms are unavoidably open quantum systems: the system
degrees of freedom are coupled to an environment made of a continuum of modes that
induces dissipation and decoherence. This coupling is inherent to our ability to observe
these systems, e.g. by observing their emitted radiation, or to control them through it, and
it is often an ultimate limit for quantum technologies. Still, the driven-dissipative nature
of many platforms has provided a great opportunity to explore non-equilibrium dynamics
in quantum systems, to study quantum phenomena that have no equilibrium counterpart,
and to widen the spectrum of achievable dynamical phenomena of fundamental and applied
interest.

This thesis is devoted to the study of synchronization and related collective phenom-
ena in dissipative quantum systems. Synchronization is a paradigmatic dynamical phe-
nomenon of non-equilibrium classical systems, occurring in very different contexts and
forms. About ten years ago a series of seminal works showed different forms of synchro-
nization occurring in quantum systems, which gave birth to quantum synchronization.
Here, we have addressed questions as how this phenomenon manifests in the quantum
regime, which are the systems in which it can emerge, or whether it displays genuine
quantum features.

After introducing the main topics of this thesis as well as the used methods and theo-
retical framework, in the second part of this thesis we focus on the phenomenon of sponta-
neous transient synchronization, in which systems relax towards their stationary state in a
synchronized fashion. As we show, this is a common and robust phenomenon: it emerges
in spin systems and even in linear systems of harmonic oscillators, both in the presence
of collective and independent dissipation, and in the presence of complex topologies and
inhomogeneous parameters. We propose a possible implementation of transient synchro-
nization in the low-energy physics of a one-dimensional atomic lattice, a relevant system for
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quantum simulation, and we identify different scenarios of synchronization. Furthermore,
we establish synchronization enabled by coalescence or exceptional points in different ex-
tended systems, and we characterize specific spectral features of synchronization as narrow
subradiant resonances as well as transparency windows and other interference effects.

In the third part, we address the relation of quantum entrainment with other driven-
dissipative phenomena, considering the particular case of the squeezed quantum van der
Pol oscillator. Our research shows that driven synchronization is related to quantum
metastability. Moreover, as the classical limit is approached, spontaneous symmetry-
breaking occurs, and entrainment turns out to be related to time-crystalline order and to
a dissipative phase transition. Interestingly, synchronization is here related to a discrete
time-crystal, while the absence of it to a continuous one.

We conclude this thesis with final remarks and outlook. The main original results of
this thesis allow us to identify new scenarios of synchronization, to establish its robust-
ness, and to unveil its connections with other important and fundamental phenomena as
coalescence, dissipative phase transitions or time-crystals.
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are interrupted by short dark periods in which there is no decay. We named this effect
’intermittent decoherence blockade’, and we showed that it results from an interference
between light emitted in the past into the fast modes with light emitted in the present.
Moreover, it requires certain timescales of the system to display certain hierarchy: the
group velocity of the fast modes needs to be much larger than that of the slow modes, while
the typical system relaxation timescale needs to be much larger than the time the excitation
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or an ’atom in front of a mirror’ configuration. Notice that in both of these other examples
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am not the leading author.
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CHAPTER 1

Collective and non-equilibrium
phenomena in quantum dissipative

systems

Open quantum systems exhibit features beyond dissipation of energy and decoherence that
cannot generally be found in the absence of losses. The investigation of the non-equilibrium
dynamics of dissipative quantum systems has become a major research subject in the past
decades, triggered by the huge progress in the development of experimental platforms for
the study of driven-dissipative quantum systems: from individual components, to small ar-
rays, and many-body systems [13, 14, 15, 16]. In the atomic realm, systems of cold atoms
in optical potentials, trapped ions, and highly excited Rydberg atoms can be used to
simulate far-from-equilibrium quantum dynamics [17], complementing their demonstrated
capabilities in the simulation of equilibrium physics [18, 19]. Moreover, atomic systems
can be interfaced with optical cavities [14] and photonic nanostructures [16], enabling the
simulation of different forms of driving and dissipation. Collective and non-equilibrium
phenomena also emerge in mesoscopic systems, beyond atomic platforms, as in supercon-
ducting circuits [20, 21], exciton-polariton condensates [13], non-linear photonic arrays
[15, 22], optomechanical oscillators [23], and quantum dots embedded in photonic crystal
structures [24].

In these far-from-equilibrium scenarios, the interplay between driving, dissipation, and
interactions has been shown to enable the emergence of intriguing physical phenomena.
Super- and subradiance constitute paradigmatic examples of cooperative light-matter non-
equilibrium phenomena, occurring not only in large atomic systems [25, 26, 27], but also in
small arrays of quantum emitters, as in superconducting qubits [28, 29], or color centers in
diamond nano-cavities [30]. Cooperative effects also lead to the self-organization of atomic
clouds and condensates, which form patterns that enhance light-scattering into cavity
modes [14, 31, 32], and which can also be shaped by optomechanical interactions with the
cavity mirrors [33]. These can be regarded as examples of non-equilibrium phases of matter
emerging in driven-dissipative systems, which can spontaneously break the underlying
symmetries of the system [34, 35], as translational symmetry [36], parity symmetry [37],
or even time-translation symmetry [38, 39, 40], the latter being forbidden in equilibrium
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4 Collective and non-equilibrium dissipative phenomena

[41]. Synchronization, a paradigmatic phenomenon of complex systems [42, 43], has also
been reported for quantum systems [44]: from small arrays of qubits [45], to large clouds of
atoms in optical cavities [46]. Besides these dynamical phenomena, topological phenomena
have also been reported to occur in dissipative (non-Hermitian) systems, as topological
energy transfer in an optomechanical system [47], and chiral dynamics in photonic systems
[48]. These examples give account of the rich physics beyond equilibrium, and which
has inspired researchers to explore intensely the non-equilibrium dynamics of complex
quantum systems.

In this chapter, we provide a qualitative introduction to the non-equilibrium and collec-
tive phenomena on which this thesis will focus. We begin presenting the topic of quantum
synchronization, which is central to this thesis, and around which much of the research had
been oriented. Later on, we discuss the emergence of non-equilibrium phases in driven-
dissipative systems, making emphasis on phenomena such as dissipative phase transitions,
spontaneous symmetry breaking and time-crystals. Finally, we introduce the physics of
exceptional points: spectral singularities that are ubiquitous in dissipative systems. We
conclude the chapter with a summary of the plan that will be followed in the rest of the
thesis.

1.1 Synchronization phenomena in quantum systems

The emergence of synchronization in quantum systems, or quantum synchronization, is a
paradigmatic example of dynamical phenomenon that can emerge in the non-equilibrium
dynamics of quantum dissipative systems, and it is generally related to the emergence of
some ”similarity” in the dynamical properties of coupled system components. This topic
has attracted much interest in the past decade. Questions as fundamental as whether
synchronization can even emerge in the quantum regime, which are its signatures, or
whether it involves genuine quantum effects have been addressed [44]. In this section,
we introduce some of these ideas and results that have been reported in the literature,
and which motivate and contextualize the research done in this thesis about this topic to
be presented in the forthcoming chapters. Before jumping into quantum synchronization,
we must take a brief detour to explain some basic concepts and ideas of its parent field,
namely classical synchronization, as we do in the following subsection.

1.1.1 Classical synchronization

The first observation of the phenomenon of mutual synchronization dates back to the
seventeenth century when Christiaan Huygens noted that two pendulum clocks oscillated
exactly in anti-phase when hanged on the same beam. Huygens not only reported for the
first time on this intriguing phenomenon, but he already deduced that this ”sympathy”
between the pendula was due to their mutual interaction through the beam [43, 49].
Another breakthrough followed from the work by Edward Appleton and Balthasar van
der Pol at the beginning of the twentieth century, when they observed that a non-linear
electrical circuit could adjust its oscillation frequency to that of an external weak signal [50,
51]. These seminal observations of entrainment, or synchronization driven by an external
source, were of great practical importance as they provided a way to stabilize the oscillation
frequency of powerful electrical generators by using the signal of weaker but more precise
ones [43]. This is an important application of synchronization that has transcended this
particular system, and it is used in modern laser and optical communication systems [52].
Indeed, both mutual synchronization and entrainment have found wide application in
modern telecommunication systems [53]. Since these early findings, synchronization has
emerged as a paradigmatic dynamical phenomenon of complex systems, which has been



1.1 Synchronization phenomena in quantum systems 5

recognized in widespread contexts and forms, ranging from biological and social systems
to engineered physical set-ups. Popular examples are fireflies flashing at once, cardiac
pacemaker cells, clapping in an audience, arrays of lasers and Josephson junctions, or non-
linear electrical circuits, to name a few [42, 43]. Here we will address the generalization
of synchronization to the quantum regime, which constitutes a new frontier in which to
explore this phenomenon.

Mutual synchronization and entrainment. In this thesis, we will consider both
spontaneous or mutual synchronization phenomena and entrainment phenomena [44]. Spon-
taneous synchronization involves two or more systems that display different dynamics when
uncoupled, but which can evolve coherently when mutually interacting. In the case of dy-
namical systems displaying regular oscillations, this means that, when mutually coupled,
these systems oscillate at a common frequency and display phase-locking, i.e. the phase
relation between their oscillations is fixed. Notice that other scenarios of mutual syn-
chronization are possible, as commented at the end of this section. A crucial feature of
spontaneous or mutual synchronization is the presence of a mutual interaction between
different system components. This is precisely the key difference with entrainment, in
which the interaction is unidirectional, as one system (the driver) is not influenced by
the dynamics of the other (the driven). Hence, entrainment occurs when a system adapts
its dynamics to that of an external forcing, which is itself unaffected by the action of
the system. In the case of regular oscillatory dynamics, this usually involves the system
changing its own intrinsic frequency to that of the forcing, while developing a fixed phase
relation. Notice that unidirectional interactions arise in very different contexts and can be
engineered in many different ways: the circadian rhythm results from the entrainment of
biological internal clocks (the driven) by the environmental conditions, as illumination by
the Sun (the driver) [43]; in laser systems one can use optical circulators and isolators to
inject the signal of one laser to another, avoiding unwanted feedback in the opposite direc-
tion [52]; or quantum cascaded systems [54] implemented by interfacing quantum emitters
with chiral photonic nanostructures [16, 24], in which, at certain frequencies, light is only
allowed to propagate in one direction.

In Figure 1.1, we illustrate the mutual synchronization of two self-sustained oscilla-
tors. Self-sustained oscillators are autonomous systems in which the interplay between
dissipation, energy gain, and non-linearities leads to the emergence of stable oscillations
[55]. Here we consider two classical self-sustained oscillators that, when uncoupled, oscil-
late at their own intrinsic frequency, ω1,2, as shown in panel (a). Then, when mutually
interacting with a strong enough coupling strength, ε, it can happen that the oscillators
adjust their frequency to an intermediate value, Ω1 = Ω2 = Ω, and they lock their relative
phase as shown in panel (b). Notice that we have defined their observed frequencies (Ω1,2)
as the oscillation frequencies that they display when coupled, which can of course differ
from their intrinsic ones (ω1,2).

The importance of the coupling strength between the oscillators can be understood
from panels (c) and (d). In panel (c) we keep fixed a non-zero coupling strength while
we vary the intrinsic detuning, ∆ω, and we plot the difference of their observed frequen-
cies, ∆Ω. We can see that if the intrinsic detuning is too large, the oscillators do not
synchronize, and indeed ∆Ω tends to ∆ω. In contrast, if the systems detuning is small,
there is a synchronization region around ∆ω = 0 in which the difference in the observed
frequencies vanishes. In panel (d), we show the whole synchronization region, i.e. the flat
region of (c), varying the coupling strength and the intrinsic detuning. As we increase the
detuning, larger coupling strengths are needed for synchronization to emerge. This is a
first example of an Arnold tongue [42, 43], a ubiquitous feature of synchronizing systems.
Indeed, while here we have introduced this synchronization feature for coupled system
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Figure 1.1: Cartoon of mutual synchronization between two classical self-sustained oscillators. (a) In the
absence of mutual coupling each system oscillates at its own frequency ω1,2. (b) For large enough mutual
coupling the oscillators synchronize and their observed frequencies adjust to a common one Ω1 = Ω2 = Ω,
while there is a fixed phase relation between the two oscillations (here close to zero). (c) When the coupling
strength is fixed, increasing or decreasing the intrinsic detuning, ∆ω = ω2 −ω1, can take the system inside
the synchronized region ∆Ω = Ω2 − Ω1 = 0 or outside it ∆Ω = Ω2 − Ω1 ≠ 0. Notice that ∆Ω and ∆ω
cross at the origin, where a vanishingly small coupling strength is enough to synchronize the system.
(d) Synchronized region (∆Ω = 0) varying the coupling strength ε and the intrinsic detuning ∆ω. This
kind of shape is known as Arnold tongue and it is very common in synchronization phenomena for small
coupling/driving strengths. Panels (c) and (d) can also be used to illustrate the entrainment of a system
by an external driving if the detunings are reinterpreted as the mismatch between the frequency of the
driving and that of the system and ε is reinterpreted as the driving strength.

components, the same kind of interplay is often found in the case of entrainment, where ε
is to be reinterpreted as the external forcing strength while ∆ω as the detuning between
the intrinsic frequency of the oscillator and that of the external driving.

Beyond the illustrative example of synchronization and entrainment we have discussed,
these phenomena can display different features, and they can be generalized and identified
in more complex scenarios [56]. For instance, higher-order mutual synchronization occurs
when systems spontaneously lock their frequencies to multiples/fractions of a common
one [42]. In the same spirit, one can find higher-order entrainment in which the forced
system locks to a multiple/fraction of the frequency of the forcing [42], as we shall see
in chapters 6 and 7. Strikingly, synchronization has been generalized and studied in
systems beyond limit cycles and self-sustained oscillations, lacking regular periodic orbits.
This is the case of synchronization in chaotic systems [43], in which several new forms of
synchronization have been reported [56], while important applications have been found for
the implementation of secure telecommunication protocols [57]. Moreover, synchronization
has also been studied in stochastic dynamical systems, i.e. dynamical systems in the
presence of fluctuations, in which the signatures of this phenomenon are studied at the
ensemble or average over realizations level [42, 43]. As we will see, this can provide physical
insights to the study of synchronization in quantum systems where quantum fluctuations
play an important role. These more general scenarios for synchronization as well as the
examples we have commented illustrate the fact that synchronization is a paradigmatic
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phenomenon of non-equilibrium systems [43]. Then, the next big question to be addressed
is whether this phenomenon can actually be identified and generalized to the dynamics of
quantum systems.

1.1.2 Quantum synchronization

When considering the dynamics of quantum (dissipative) systems, one is faced with fun-
damental differences with respect to classical dynamical systems, that can preclude an
immediate generalization of synchronization and other dynamical phenomena in the quan-
tum regime. In fact, classical synchronization is essentially rooted in the properties of the
temporal trajectories of dynamical systems, in which the notion of a similar temporal
evolution and phase-locking are generally easily recognizable [e.g. Fig. 1.1 (a)]. More-
over, in the most common examples of synchronization, one often deals with deterministic
dynamical systems, neglecting the role of noise or fluctuations. In stark contrast, quan-
tum mechanics is essentially a statistical theory, in which there is no direct analogue to
the classical noiseless trajectories and generally departing also from classical stochastic
systems. When studying the dynamics of quantum dissipative systems, one usually con-
siders physical quantities at the ensemble level, i.e. as expectation values over the state
of the system [58, 59]. While ”individual” quantum trajectories can still be analyzed, as
in photocounting experiments and other observation schemes, the presence of noise and
fluctuations is here not only unavoidable but also fundamental [60]. Furthermore, these
”individual realizations” depend strongly on the way one observes the quantum system,
and hence, the dynamics at the ensemble level is not uniquely associated with a given
stochastic process but it can be unravelled in many different ones [61]. Therefore, these
fundamental differences not only challenge a direct comparison with classical noiseless
synchronization but also limit the analogies with synchronization in classical stochastic
systems. It is probably because of this conceptual gap that many different approaches to
quantum synchronization have been adopted.

On the historical origins of quantum synchronization. The diversity in approaches
to quantum synchronization can be already appreciated in the first works on the subject.
More than a decade ago, the seminal works by Goychuk et al. [62] and Zhirov and
Shepelyansky [63] reported for the first time on quantum entrainment and quantum spon-
taneous synchronization, respectively. In Ref. [62] the dynamics of a quantum-tunneling
system was reported to synchronize to an external periodic drive, while in Ref. [63] a
qubit and a driven-dissipative harmonic oscillator were shown to mutually synchronize.
As early as in these works, some key quantities in which synchronization is manifested
were identified, as the power spectrum [63], which we will explain in more detail below.
A few years later, mutual transient synchronization emerging in systems of coupled dis-
sipative spins [64] and harmonic oscillators [65] was reported, in which the dynamics of
expectation values was central for the analysis. Moreover, Giorgi et al. [65] provided
a first example in which quantum synchronization is accompanied by quantum correla-
tions, a fundamental issue addressed in many later works [44]. Shortly after, quantum
synchronization was addressed in the quantum counterpart of classical systems known to
synchronize [66, 67, 68], providing the first examples in which to compare synchronization
in the classical and quantum regimes. Since then, a growing research community has fo-
cused on different ways to generalize synchronization to the quantum realm, as well as in
the search for genuine quantum features associated with it. In the following, we review
some approaches to quantum synchronization and entrainment adopted in the literature,
starting with approaches with an immediate classical analogue.
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Generalization of classical synchronization into the quantum regime. It is ped-
agogical to begin our discussion by considering some important examples in which the
quantum counterparts of well known classical synchronization models have been stud-
ied. These systems provide a rich playground where the transition from quantum to
classical synchronization can be analyzed, which has yielded important physical insights.
This is the case of the paradigmatic van der Pol oscillator (vdP), a non-linear dynami-
cal system in which classical synchronization phenomena have been extensively analyzed
[42, 43]. Its quantum counterpart, i.e. the quantum vdP oscillator (QvdP), consists of
a non-linear driven-dissipative bosonic mode, where both entrainment and mutual syn-
chronization have been addressed [67, 68, 69, 70]. Optomechanical systems [23] are also
candidates in which classical spontaneous synchronization and entrainment have been
studied, both theoretically [71, 72] and experimentally [73, 74, 75, 76], and in which the
quantum regime has also been addressed [23, 66, 77]. In some of these systems [71, 72], the
classical many-body synchronization dynamics can be understood in terms of the paradig-
matic Kuramoto model [78], a reduced model that describes the coupled phase dynamics
of arrays of self-sustained oscillators and which captures the transition to synchronization.
Indeed, semiclassical generalizations of the Kuramoto model have been considered [79], in
which the effect of quantum fluctuations has been analyzed. Furthermore, a variation of
the Kuramoto model has been found to describe the mean-field mutual synchronization
dynamics of atomic systems as clouds of interacting dipoles [80].

In these initial studies of quantum vdP oscillators [67, 68] and optomechanical systems
[66], a far-reaching approach to quantum synchronization was adopted. This consists in
studying phase-space representations of the stationary state of the system in a rotating
frame [59, 60], also known as stationary quasipobability distributions. While these are
”static” or time-independent quantities, if one already knows that the system displays
a limit-cycle regime or self-sustained oscillations, this kind of quantities can be used to
assess (at the ensemble-level) whether the phase of the limit cycle is free or rather there
is some preferred phase. In fact, the stationary quasiprobability distribution of a quan-
tum self-sustained oscillator is known to display a ring-like shape in the absence of any
preferred phase [59, 66, 67, 81, 82], which is to be interpreted as the system displaying a
stable non-zero oscillation amplitude and a free oscillation phase. In contrast, when these
systems become synchronized, their quasiprobability distribution displays a localized lobe
(or some other localized pattern), which signals the stabilization of a certain oscillation
phase. Hence, the transition from one pattern to the other constitutes a signature of the
onset of quantum synchronization in quantum self-sustained oscillators [66, 67, 68]. This
is exemplified in Fig. 1.2 (a) and (b), in which we show the stationary Wigner quasiprob-
ability distribution (see appendix A) for a driven QvdP oscillator when it is not entrained
(a), and when it is (b). Notice that the analysis of phase-space representations of the
stationary state of quantum systems parallels the analysis of the stationary probability
distribution in classical stochastic systems displaying synchronization, which features sim-
ilar changing patterns [42, 43, 82]. Since these early studies, and following a similar spirit,
other ways to detect the emergence of a preferred phase in quantum self-sustained oscil-
lators have been proposed, as the study of angular phase distributions [83, 84, 85], and
order parameters for synchronization such as indicators based on stationary expectation
values of amplitudes or amplitude correlations [86, 87].

In this regard, another important signature of quantum synchronization identified in
these early studies [46, 63, 68, 70] is the observed frequency, or the frequency at which the
emission/power spectrum [59, 88] of these systems takes its maximum value. Here, the
basic idea is that quantum synchronization should imply a change in the characteristic
dominant frequencies of the system, and this should be reflected in quantities related to the
emission/absorption of energy by the system. In fact, as reported initially in [46, 68, 70],
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Figure 1.2: Schematic illustration of some important signatures of quantum synchronization. (a), (b)
Phase-space representations: stationary quasiprobability (Wigner) distribution of a non-linear bosonic
oscillator (the driven quantum vdP oscillator [67, 68]), where α is the amplitude of a coherent state. The
transition from the ring-like shape in (a) to the localized lobe in (b) indicates the onset of phase-locking. (c)
and (d), emission/power spectrum. (c) In the case of entrainment the peak of the maximum shifts from the
intrinsic frequency of the system, ω0, to that of the external forcing, ΩD. (d) Spontaneous synchronization
can be indicated by multiple peaks at different frequencies, ω1,2, shifting towards the same frequency, Ω,
as for instance in [70]. (e) ”Correlation tongue”: in some systems mutual synchronization has been shown
to be witnessed by quantum correlations between the units of the system computed at a single time, in
which, varying the parameter values, a behavior similar to an Arnold tongue is reported.

the observed frequency is able to adjust to an external drive, in the case of quantum
entrainment [68], or to shift to a common one, in the case of mutual synchronization [46,
63, 70]. This is schematically illustrated1 in Fig. 1.2 (c) and (d), respectively. The analysis
of the frequency at which the emission/power spectrum peaks can be compared with
classical experimental studies of synchronization in the presence of thermal fluctuations
[73, 74, 76]. Moreover, the study of this quantity can also be seen to be analogous to
methods used in classical stochastic systems displaying entrainment, as the analysis of the
”average frequency” [42, 43].

Synchronization in systems with no classical counterpart. The study of quantum
synchronization has not been restricted to the generalization of classical synchronizing
systems to the quantum realm. In fact, quantum systems with no classical counterpart
have been addressed. This is the case of synchronization in dissipative spin-1/2 systems,
from systems made of few qubits [45, 64, 89, 90], to mesoscopic clouds of atoms trapped in
optical cavities [46, 80]. This is also the case of spin-1 [91, 92, 93] or other few level systems
[94], as well as a one-dimensional Hubbard fermionic chain [93]. Moreover, phenomena
differing from the paradigmatic classical cases had been reported deep in the quantum
regime, as the synchronization blockade [95], in which small detuning does not favor

1Notice that this is the simplest scenario while in actual systems the emission/power spectrum can
display more intricate features, as interference windows just at resonance, which can require a more detailed
analysis in order to assess the emergence of synchronization, as we will see in the forthcoming chapters.
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Figure 1.3: Example of quantum synchronization emerging in the dynamics of expectation values. Here we
consider a system made of two coupled qubits dissipating collectively [90] in which one can find both tran-
sient synchronization, as shown in (a), and stationary synchronization, as shown in (b). The synchronous
oscillation is manifested in the dynamics of the expectation values of the x- and y-components of the spins,
encoded in the Pauli matrices σ̂x,y1,2 , in which both qubits oscillate at the same frequency with a locked
phase difference close to π.

synchronization, as also reported in a spin system [89]. It is also interesting to recall
that phase-space representations have been used also in spin-1/2 [96] and spin-1 [91, 92]
systems in look for signatures of quantum synchronization.

Transient synchronization. This type of synchronization will be the topic of chap-
ters 3, 4 and 5. A characteristic of transient synchronization is that it departs from the
paradigm of self-sustained oscillations, and it can even emerge in linear dissipative systems
[65]. Notice that, as we have mentioned, there are also classical synchronization scenarios
departing from the paradigm of regular self-sustained oscillations, as it is the case of chaos
synchronization [56]. Then, in such cases, the notion of mutual synchronization is not
rooted in the dynamical landscape of coupled limit-cycle oscillators that acquire a pre-
ferred phase, but rather on the more general notion of spontaneous synchronization as the
emergence of a strong temporal correlation or similitude in the dynamics of coupled (dis-
similar) systems. In a transient synchronization scenario, the units of a dissipative system
spontaneously synchronize in their transient towards the stationary state. This kind of
synchronization is signaled by the emergence of a monochromatic long-lived oscillation in
the dynamics of expectation values of coupled systems, which is rooted in the presence of
a collective excitation that is long-lived with respect to the others and which dominates
the long-time dynamics of the system [44, 65]. Thus, the characteristic temporal order of
synchronization emerges because of a certain structure in the collective excitations of a
system which allows the dominance of a (synchronizing) collective mode in a long tran-
sient towards the stationary state. The mechanism behind transient synchronization is
rather general, and this phenomenon has been reported to manifest in many dissipative
quantum systems: as systems of coupled spins [45, 89, 90, 93], fermionic lattices [93],
arrays of coupled harmonic oscillators [65, 97] with complex geometries [98], or excitonic
models [99]. Furthermore, the emergence of this kind of synchronization has been linked
with the presence of long-lived quantum correlations [45, 98], as mentioned previously,
and super/subradiance phenomena [90]. Moreover, some practical uses of transient syn-
chronization have been already reported, as a synchronization-based scheme for probing
the spectral density of an environment [89, 100]. In Figure 1.3 (a) we plot an example of
transient synchronization of two dissipative spins. We can see how this synchronous oscil-
lation emerges after a short transient of time and it slowly decays towards the stationary
state.

Stationary synchronization and decoherence-free subspaces. A particular yet remark-
able case of transient synchronization is that in which the collective excitation synchro-
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nizing the system displays an infinite lifetime. This leads to the emergence of non-
decaying coherent oscillations in the dynamics of expectation values and correlations
[45, 65, 90, 93, 98, 101]. Furthermore, this kind of synchronization has been found to
occur in highly-symmetrical configurations involving collective dissipation [45, 98, 101] or
dynamical symmetries [102], and it is essentially rooted in the presence of decoherence-
free subspaces (DFSs) and noiseless degrees of freedom [103, 104]. DFSs are parts of the
system Hilbert space that are effectively uncoupled from the environment, and are thus
not affected by decoherence and dissipation. They have been proposed as a way to circum-
vent the detrimental effects of the environment in quantum information and computation
protocols [105, 106, 107], where coherence and quantum correlations play a fundamental
role. Similarly to this form of synchronization, decoherence-free subspaces and noiseless
degrees of freedom have been reported in situations in which the different units of a sys-
tem dissipate into a common environment, as in systems of qubits [45, 108, 109] and
harmonic oscillators [101, 110, 111], which enable the asymptotic preservation of quantum
correlations. Hence, this form of synchronization is often accompanied by the asymptotic
preservation of quantum correlations, as entanglement or discord, as reported in Refs.
[45, 98, 101]. In Figure 1.3 we plot an example of this stationary synchronization: in (b)
we can see how after a small transient both spins oscillate synchronously in anti-phase.
Moreover, it is readily apparent the non-decaying nature of the coherent oscillations. No-
tice that this kind of synchronization is also known as ”stationary” synchronization [5], a
term that refers to the non-decaying nature of the coherent oscillations. This nomencla-
ture also highlights the key difference of this case with that of transient synchronization,
which in many cases both occur in the same systems [45, 65, 93, 98, 101].

Non-decaying oscillations vs. self-sustained oscillations. We should also carefully
notice that the non-decaying oscillations associated with “stationary synchronization” are
fundamentally different from those of a quantum self-sustained oscillator, as the QvdP
oscillator [67, 68, 82]. In fact, the QvdP oscillator does not display non-decaying coher-
ent oscillations, as the oscillation phase is free, and thus susceptible to phase diffusion
induced by quantum fluctuations. This leads to the aforementioned ring-like shape of
the quasiprobability distribution, as well as to the expectation value of the amplitude to
display an exponentially damped temporal evolution [82]. In particular, a key difference
between the two phenomena is the following: while in self-sustained oscillations a source
of energy is needed to compensate dissipation and thus allow for a non-zero amplitude
(e.g. as signaled by the non-zero radius of the ring-like shape), these non-decaying co-
herent oscillations do not need such energy source (e.g. as in Refs. [65, 90, 98, 101]) as
dissipation, rather than being counteracted, simply does not affect the relevant collective
degrees of freedom that constitute a DFS or a noiseless collective mode, and thus energy
remains trapped in them. Furthermore, in the case of ”stationary synchronization” the
amount of energy or the amplitude trapped in the noiseless mode depends on the initial
condition, while in self-sustained oscillators these quantities are dynamically fixed by the
interplay between energy inputs and dissipation.

Synchronization and correlations. An important question is on the relation of syn-
chronization with other (quantum) correlations, and whether one can be used to detect
the other, or if one implies the other [44]. Here, we find that it is important to distinguish
between correlations calculated at a single time, and correlations that contain information
on a whole time window [44]. An example of the first would be the entanglement between
two oscillators in the stationary state [69], while an example of the second would be the
emission spectrum, which corresponds to the Fourier transform (i.e. it integrates over
a whole time window) of certain two-time correlations computed in the stationary state
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[46, 68]. The conclusions that can be drawn from one or the other are different and we
will comment them separately.

Correlations and indicators computed at a single time. This refers to the analysis of
correlations at a single snap-shot of the temporal evolution, or at the stationary state,
as indicators of quantum synchronization. Here, one must bear in mind that, due to the
dynamical nature of synchronization, the capacity to assess it with such ”static” quantities
computed at just one instant of time is in general limited [44]. Nevertheless, in some
quantum systems, spontaneous synchronization has been shown to be accompanied by
enhanced correlations [65, 80, 83, 98, 112], and in such cases these correlations at a single-
time can be ”crafted” as indicators or witnesses of quantum synchronization, as for instance
the stationary mutual information between coupled QvdP oscillators [112] or spin-spin
correlations in atomic systems [80, 83]. In fact, in some of these cases, one can observe
that quantum correlations computed at some given time display a behavior with the
parameters similar to an Arnold tongue [65, 69, 112], and one can generally speak of
”correlation tongues”, as schematically illustrated in Fig. 1.2 (e). Moreover, recent works
have adopted powerful information-theoretical approaches to further refine and propose
quantum synchronization measures based on quantities computed at a single time, as
coherences in the stationary density matrix [113, 114]. However, it is important to keep
in mind that quantum synchronization (i.e. a dynamical phenomenon) is not equivalent
to quantum correlation [44], and indeed, different measures of synchronization based on
different correlations computed at a single time need not to agree in the general case, as
one can find examples in which different measures do not display the same behavior when
varying the parameter values [44, 84]. Indeed, the particular results we will report in
chapter 5 constitute a further example in which the whole synchronization scenario of a
system cannot be captured by a correlation measure calculated at a single instant of time.
Hence, while for some systems an ”integral approach” has been adopted for the analysis
of quantum synchronization (i.e. considering both ”static” and dynamical indicators), as
in the QvdP oscillator [68, 70], in some other systems with no classical counterpart or
deep in the quantum regime, only indicators computed at a single time have been used
for the assessment of synchronization, as in e.g. Refs. [69, 91, 92, 94, 113], which raises
the question on which is the ”dynamical face” of the reported quantum synchronization
phenomena.

Correlations and indicators involving a whole time window. Here we will focus on
two-time correlations and on the Pearson factor. As mentioned, several works have made
use of the emission and power spectra in order to assess the presence of quantum syn-
chronization, as in e.g. Refs. [46, 63, 68, 70]. These spectra are generally defined as
the Fourier transform of some two-time correlations calculated in the stationary state of
the system [59], and thus they yield information on the dynamics of the system, as for
instance: which is the dominant frequency of the system, which are the lifetimes of the
different collective modes, or how important is a collective mode for a particular unit. In-
deed, the observed frequency introduced above is just a particular way to aggregate some
of this important dynamical information in a single-valued quantity. Along this thesis,
we will further illustrate the usage of this kind of quantities to assess the emergence of
quantum synchronization. Moving beyond the analysis of the temporal dynamics in the
long-time limit, synchronization can be assessed also in the dynamics after an arbitrary
initial condition. In such cases, a useful indicator is the Pearson factor, a statistical corre-
lator between temporal trajectories [44, 65]. This is especially useful in the analysis of the
dynamics of expectation values and it has been used in the study of spontaneous transient
synchronization, as in e.g. Refs. [44, 65, 93, 98, 99]. This correlator takes the temporal
trajectories of two observables and computes their correlation over a whole time window,
providing a numerical result in the range [−1,1], where −1 means perfect anti-correlation
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(synchronization with a locked phase difference of π), while 1 corresponds to perfect corre-
lation (perfect synchronization, for more details see appendix B). While other correlations
and newly conceived quantum indicators (as the synchronization error [115]) have also
been studied on an average over a whole time window, the main advantages of the Pear-
son factor are that it provides an absolute scale of the degree of temporal correlation, and
that it can be computed between any two temporal trajectories [44].

Quantum synchronization beyond the ensemble-averaged level. Finally, it is
interesting to mention some first results of the study of quantum synchronization analyzing
the temporal dynamics of the system beyond the ensemble level, i.e. that of expectation
values, in which the dynamics of quantum trajectories has been considered [63, 87, 116].
As observed in these works, quantum noise makes the phase between the synchronized
systems to suddenly jump from time to time, similarly to what is observed in classical
stochastic systems [43], and which can lead to an exponentially damped trajectory when
averaging over many realizations.

Experiments on quantum synchronization. In the past years, the first experimental
studies of quantum synchronization have been reported. Spontaneous synchronization has
been reported in the dynamics of large clouds of cold atoms trapped inside an optical
cavity [117]. The synchronization dynamics of this kind of systems can be understood at
the semiclassical level, from the study of the truncated mean-field dynamics for the first
and second order moments of the pseudospins that model the relevant atomic transitions
[46]. Notice that the optical cavity provides a collective decay channel which is crucial
for the emergence of synchronization. Moreover, the synchronized regime has been found
to display interesting properties for practical applications, as an enhanced coherence time
[46, 118], or the enhancement of laser cooling of the atomic ensemble [119]. On the side of
entrainment, the quantum phase-locking of a spin-1 system to an external drive [91] has
been recently reported in an experiment with trapped cold Rb atoms [120]. Interestingly,
this system has also been simulated in the IBM quantum computer [121].

As we have seen, quantum synchronization has been reported in several systems and
following different approaches [44]: some are inspired by the study of classical synchro-
nization in fluctuating systems, and deal with phase-space representations [67, 66] or the
observed frequency [62, 63, 68]; while some others are genuinely quantum, as the study of
quantum correlations [65, 69, 115]. Moreover, we have seen that some first steps towards
the experimental study of quantum synchronization have been achieved [117, 120]. In this
thesis, we will explore several fronts of the emerging field of quantum synchronization.
First we will focus on the emergence of transient and stationary synchronization in more
complex systems, analyzing whether these stationary synchronized coherent oscillations
can be found away from the reported highly symmetric configurations, and looking also
for the prevalence of its transient counterpart. Later on, we will analyze whether syn-
chronization can be found in systems implementable with cold atoms trapped in optical
lattices and beyond collective dissipation. This is a paradigmatic platform of quantum
simulation in which phenomena such as the superfluid-Mott insulator transition have been
studied [18]. In this project, we will also address the connection between correlations and
synchronization, analyzing whether one thing necessarily implies the other for this par-
ticular set-up. Finally, we will also consider a class of QvdP systems. There, we will
analyze how the synchronization regime, as signaled by the stationary quasiprobability
and the power spectrum, translates into the dynamics of expectation values, a question
that remains largely unexplored.
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1.2 Non-equilibrium phases in driven-dissipative quantum
systems

When presenting the topic of quantum synchronization, it was implicit the notion that
quantum systems can display several regimes (e.g. synchronized one vs. unsynchronized),
which depend on the strength of the different processes occurring in the system. Indeed,
driven-dissipative systems can display rich phase diagrams in which the interplay of differ-
ent processes shapes the stationary properties of the system and its dynamical response.
These non-equilibrium phases or regimes become sharply defined in the thermodynamic
limit of infinite system units, or in the infinite-excitation limit, in which the number of
excitations (e.g. photons) present in the system becomes macroscopic and the effect of
quantum fluctuations becomes vanishingly small [35, 122, 123]. In these limits, observables
of the system can display non-analytical transitions when crossing the phase boundaries,
and these different regimes can be characterized by the spontaneous breakdown of underly-
ing system symmetries [35]. This parallels the behavior of equilibrium quantum systems at
zero temperature, in which the competition between non-commuting terms of the Hamil-
tonian can lead to quantum phase transitions, characterized by different properties and
symmetries of the ground state [124]. The study of these non-equilibrium phases and of
the dynamical phenomena near their boundaries has attracted much attention recently
[35]. The focus has been set on the search for distinctive and genuine non-equilibrium
phenomena, as time-crystals [38, 39, 40], on the analysis of the critical dynamics emerg-
ing in the transitions between different regimes, as well as on the spontaneous symmetry
breaking phenomena occurring far-from-equilibrium [34, 35, 125]. In this section, we will
introduce some of these topics that will be studied in the rest of the thesis.

1.2.1 Dissipative phase transitions and spontaneous symmetry break-
ing

It is a common scenario that quantum dissipative systems possess a stationary state de-
scribed by a density matrix, ρ̂ss. This state plays the role of the stable attractor of the
dynamics, as the state of the system at some time ends up converging towards it, i.e.
ρ̂(t) → ρ̂ss. Naturally, the properties of this stationary state depend on the parameters
of the system, as for instance the components interaction strength, or the detuning with
an external driving. While the effect of the environment tends to induce an equilibrium
state, i.e. the thermal state, in the presence of driving or energy pumping, ρ̂ss generally
describes a far-from-equilibrium state. Due to the interplay between driving, dissipation
and interactions or non-linearities, the system often displays different stationary states
when changing the parameters, with specific properties and symmetries, and that define
a phase diagram [34, 35]. For finite-sized systems or in the presence of a finite number
of excitations, the system generally features a smooth crossover between these regimes.
In contrast, in the thermodynamic and in the infinite-excitation limits [35], they become
sharply defined, and one can identify observables that undergo a non-analytical transition
when crossing the phase boundaries by varying some control parameter (g around a critical
point gc). These observables play the role of order parameters, since their non-analytical
behavior signals the occurrence of a dissipative phase transition (DPT) [34, 35]. Notice
that, in contrast to classical (equilibrium) phase transitions [126, 127], these order param-
eters are not related to thermodynamic potentials or their derivatives, as the stationary
state in these far-from-equilibrium situations is not governed by such thermodynamic
quantities [34, 35].

The study of DPTs and the characterization of these non-equilibrium phases has
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become a very active field of research in the past decade, in which a variety of sys-
tems have been considered: spin lattices [128, 129, 130, 131], arrays of non-linear pho-
tonic resonators [132, 133, 134, 135, 136, 137, 138, 139, 140], dissipative Dicke models
[37, 141, 142, 143, 144], optically trapped systems of cold-atoms [125, 145, 146] and Ryd-
berg atoms [36, 147, 148, 149, 150, 151], or optomechanical oscillators [66, 152]. However,
notice that the earliest reports on this kind of phenomena can be traced back to the
quantum-optical literature, in which the notion of far-from-equilibrium phase transitions
occurring in driven-dissipative systems was already present, as in the laser phase transi-
tion analogy [153], in optical bistability [154, 155], or in cooperative resonance fluorescence
[156], although some crucial features, as the closure of a spectral gap (see below), have
been only identified recently [34].

Dynamics near a DPT. In the last decade, research efforts have focused on the critical
dynamics near these DPTs, analyzing their common and distinctive features with respect
to equilibrium phase transitions, as well as in look for non-equilibrium universal behavior
[125, 131, 136, 138, 140, 143, 150, 151, 157, 158, 159, 160]. In fact, for some systems,
it has been possible to analyze the spectral properties of the generator of the dynamics,
i.e. the Liouvillian, near a DPT [34, 35, 136, 158, 161]. This has revealed that DPTs
are associated to the closure of the Liouvillian spectral gap, either at the critical point
or in a whole region, which results in the emergence of new stationary states [34, 35].
This parallels what can occur in closed equilibrium systems where the energy gap of the
generator of the dynamics, i.e. the Hamiltonian, can close in the thermodynamic limit
leading to a quantum phase transition [34, 124]. DPTs are an emergent phenomenon, i.e.
they emerge progressively as one approaches some limit, and a strict closure of this gap
occurs only in the thermodynamic or infinite-excitation limits [34, 35]. Nevertheless, its
effects are evident even far from these limits, e.g. as manifested by the emergence of a very
long dynamical timescale associated with the ”quasi” closure of the gap. This can lead to
a critical slowing of the dynamics near the phase boundaries [140], to dynamical hysteresis
phenomena [135], and to metastability [162]. In fact, this kind of signatures of a DPT has
been recently observed in experiments with Rydberg atoms [163], superconducting circuits
[164] and cavity polaritons [165].

In Figure 1.4 we illustrate the typical scenario of a continuous DPT. For analogous
plots for a first-order DPT we refer the reader to Refs. [35, 136]. In panel (a), we
plot the order parameter (some appropriate observable calculated in the stationary state)
varying a control parameter: when varying this parameter far from the thermodynamic
limit or the infinite-excitation limit, a smooth crossover is observed in the behavior of
the order parameter (see curves for finite N). The sharp DPT emerges only in these
limits (i.e. N going to infinite), in which, for this example, the behavior of the system is
well captured by the mean-field equations of motion that display a bifurcation between
the different regimes at the critical value of the control parameter g = gc (black line)
[35, 122, 134, 135, 136, 139, 152, 158]. When N is increased, the order parameter obtained
from the quantum stationary state (color-broken lines) approaches the mean-field one
(black solid line). At the same time, the Liouvillian spectral gap tends to zero in a whole
region, as shown Fig. 1.4 (b). As we will see, the inverse of this gap defines a very-
long characteristic timescale associated with the emergence of a metastable response (see
chapter 6).

DPTs and spontaneous symmetry breaking. Dissipative phase transitions can lead
to non-equilibrium phases that spontaneously break some symmetries of the system. This
means that there emerge stable attractors that are less symmetric than the underlying
equations governing the dynamical system. An illustrative example is found in Rydberg
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Figure 1.4: Illustrative example of a continuous DPT. In (a) the order parameter is shown as the control
parameter g is varied. The mean-field result (black line) shows a non-analytical transition at gc. The
results from the stationary state of a full quantum treatment of the dynamics are plotted in color-broken
lines. As the ”thermodynamic limit” is approached (larger N), the results approach the mean-field ones,
and the crossover becomes sharper. (b) (Liouvillian) spectral gap. Close to the critical point gc, the
behavior of the spectral gap changes abruptly and tends to zero in the whole regime g > gc. The larger
the N the more exaggerated is this trend. These results correspond to the squeezed van der Pol oscillator
[166], a system consisting in a driven-dissipative non-linear bosonic mode that will be analyzed in detail
in chapters 6 and 7.

atoms in optical lattices [36, 149], as well as in arrays of non-linear cavities [132, 133, 137],
in which despite the arrays and lattices are uniform, i.e. all the units are equivalent,
there are phases in which the observables break this translational symmetry by displaying
checkerboard patterns or anti-ferromagnetic ordering. It is also common, while its con-
sequences are more subtle, the spontaneous breakdown of parity symmetry, as reported
for the dissipative Dicke model [37, 144] and other spin-boson models [158], as well as in
non-linear bosonic models [35, 139, 152], as the squeezed QvdP oscillator (see chapter 7).
Another intriguing case which has attracted a lot of attention recently is the spontaneous
breakdown of time-translation symmetry, as we explain in the following subsection.

1.2.2 Time crystals: the breakdown of time-translation symmetry

It is well known that classical non-linear dynamical systems can evolve towards stable limit
cycles [55], resulting in the emergence of stable self-sustained oscillations. This kind of
attractors breaks the underlying time-translation symmetry of the dynamical system; from
a time-independent set of equations there emerge time-dependent stable solutions. This
can also happen in quantum driven-dissipative systems described by time-independent
equations. Indeed, in the section about synchronization, we have already met some sys-
tems that display self-sustained oscillations in the classical or infinite-excitation limit, as
vdP [168] and optomehcanical [167] oscillators, while in the quantum regime these attrac-
tors are affected by quantum fluctuations that generally lead to phase diffusion and the
loss of temporal coherence, as signaled by a ring-like shaped stationary quasiprobability
distribution and a Lorentzian emission/power spectrum, as in Fig. 1.2 [67, 68, 81, 82].
Self-sustained oscillations in many-body quantum systems have been also reported, as in
systems of Rydberg atoms in optical lattices [36, 149], and other driven-dissipative spin
lattices [129, 169], in arrays of non-linear photonic resonators [133], as well as in driven-
dissipative spin-boson systems [171], as dissipative Dicke models [142]. However, in these
works, stable limit cycles are reported only at the mean-field level. Then, one important
question is to be answered [38]: does time-translation symmetry breaking actually survive
in the presence of a full quantum treatment of the dynamics, or is it rather an artifact of
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mean-field approximations? This question has triggered a lot of activity recently in the
emerging topic of dissipative time-crystals, in which a careful assessment of the thermo-
dynamic limit or the infinite-excitation limit of the quantum dynamics is performed in
search for the emergence of self-sustained oscillations, i.e. looking for signatures that can
confirm time-translation symmetry breaking.

The birth of time-crystals. While the huge activity of the past decade in the field
of driven-dissipative quantum systems has naturally lead to the study of spontaneous
time-translation symmetry breaking (as this is a ubiquitous and well known phenomenon
in their classical counterpart, i.e. classical non-linear dynamical systems [55]), the wide
interest on time-crystals has been actually triggered by a different community: that of
closed, or Hamiltonian, many-body systems. In fact, almost a decade ago, Wilczek asked
in a seminal work [172] whether the ground state of a many-body system can break time-
translation symmetry, giving birth to the concept of time-crystal. The analogy is with
solid-state crystal structures, where space-translation symmetry is spontaneously broken.
This initial example of a time-crystal turned out to be incorrect [173], and other works
challenged the possibility of time-crystals in equilibrium systems [174, 175, 176]. Indeed,
a no-go theorem was proved that rules out the possibility of time-translation symmetry
breaking in the equilibrium state of many-body systems with short-range interactions [41].
Then, the attention turned to non-equilibrium situations and time-crystalline phases were
initially reported for driven closed systems [177, 178, 179, 180, 181]. In these phases, a
set of observables of the system displays persistent oscillations with a period that is a
multiple of the driving period, i.e. time-translation symmetry is broken discretely [182,
183]. Generally, the lifetime of this subharmonic response is found to diverge only in
the thermodynamic limit, and thus these discrete or Floquet time-crystals emerge strictly
in this limit. Notice that in these non-dissipative systems, the presence of disorder is
crucial in order to prevent the system to reach a featureless state; since, due to the
continued action of the external driving, this state would have infinite temperature [183].
Dissipation can counteract this energy divergence, and the first examples of dissipative
discrete time-crystals were reported shortly after in Refs. [39, 40]. In parallel, continuous
time-translation symmetry breaking was reported for another dissipative system [38]; a
work in which the emergence of self-sustained oscillations from the quantum model was
assessed by means of a finite-size analysis of the eigenspectrum of the generator of the
dynamics, i.e. the Liouvillian, an approach that would be followed in later works on
the subject. Remarkably, even if discrete time-crystals were predicted only few years
ago, recent experiments with different quantum simulators and many-body systems have
already reported on the observation of signatures of this non-equilibrium phase [184, 185,
186, 187, 188].

Dissipative time-crystals. In this thesis, we will only consider dissipative time-crystals,
for which we can distinguish between two cases: those driven by a time-dependent field
in which a stable subharmonic regime emerges, i.e. discrete time-crystals; and those
governed by time-independent equations in which an oscillatory regime emerges, i.e. con-
tinuous time-crystals. Examples of both cases have been reported for driven-dissipative
systems made of spins [38, 40, 170, 189, 190, 191, 192], atoms in a cavity and other spin-
boson systems [39, 193, 194, 195], and non-linear photonic systems [168, 196, 197, 198,
199, 200, 201, 202]. Notice that while in discrete time-crystals the emerging oscillations
are constrained to display a frequency that is a fraction of the one of the driving, in
continuous time-crystals the frequency is generally determined by the strength of the un-
derlying coherent and incoherent processes [168, 192, 193, 194, 195, 197, 199, 200, 203], in
complete analogy to classical self-sustained oscillations [55]. Furthermore, in our context,
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Figure 1.5: Illustrative example of a continuous time-crystal. (a) Some observables display oscillations
whose lifetime increases with the ”system size”, N . The dotted envelopes indicate that their decay is well
captured by an exponential decay with rate Γ. (b) The obtained decay rates Γ (points) follow accurately
a scaling of the type Γ ∝ N−α with α > 0. This suggests that the lifetime of the oscillations diverges in the
”thermodynamic limit”. All the results are obtained for the squeezed QvdP oscillator, and they will be
explained in detail in chapter 7. However, notice that these results are quite generic of time-crystals and
serve to illustrate the general case.

it will be important the notion of semiclassical time-crystal as introduced in Ref. [199]:
this encompasses many-body systems with all-to-all interactions [39, 38, 192, 193, 195] as
well as zero-dimensional systems (as non-linear oscillators) [168, 197, 199, 200], in which
the thermodynamic or infinite-excitation limit where time-translation symmetry is spon-
taneously broken is well described by the mean-field semiclassical equations of motion. In
other words, not only persistent oscillations emerge, but these are actually well captured
by the mean-field model. This is not always the case, and time-crystalline phases have
been reported for systems as dissipative spin chains [191], or the Dicke model with addi-
tional short-range interactions [194], in which the latter break the mean-field solvability
of the model. Finally we notice that in some proposals [203], the stable oscillations can
emerge away from the thermodynamic limit or infinite-excitation limit, in which case the
time-crystalline phase is rooted in the presence of dynamical symmetries [102], similarly
to some cases of stationary synchronization introduced previously [93].

In Figure 1.5 we illustrate the emergence of a continuous time-crystal. In (a) we
show that an appropriate observable displays oscillations (quite regardless of the initial
condition), whose lifetime increases with the system size, as parameterized by N . Notice
that their envelope is well-captured by an exponential decay with rate Γ. In panel (b)
we show that this decay rate scales as Γ ∝ N−α with α > 0, i.e. it vanishes in the
”thermodynamic limit”. The divergence of the oscillation lifetime in the thermodynamic
limit or in the infinite-excitation limit is the hallmark of time-crystalline phases. The
major difference between this case and a discrete time-crystal is that in the latter the
oscillation frequency is constrained to be a fraction of that of an external time-dependent
field.

We conclude this section with a brief discussion of the aspects of DPTs and time-
crystals that will be addressed in the forthcoming chapters. Provided that quantum syn-
chronization is often studied in driven-dissipative systems while its classical counterpart
is a paradigmatic phenomenon of non-equilibrium physics, in this thesis we will explore
the relation of quantum synchronization with DPTs, spontaneous symmetry breaking and
time-crystals. Indeed, connections between time-crystals and synchronization have been
pointed out in some works, as in Refs. [38, 193], and we will further explore this venue.
Moreover, we will also analyze the relation between DPTs and synchronization with the
following question in mind: can the transition to a synchronized regime be understood as
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a DPT? In such a case, is the quantum synchronized dynamics associated to some of the
critical dynamics observed in driven-dissipative systems? And beyond synchronization, we
will also address fundamental questions such as, can we find a transition between different
types of time-crystalline order?

1.3 Non-Hermitian physics and exceptional points

In the previous section, we have discussed the emergence of non-equilibrium phases and
DPTs in quantum dissipative systems, as the thermodynamic or infinite-excitation limits
are approached. As we have seen, in these limits some observables computed in the sta-
tionary state undergo a non-analytical transition as a control parameter is varied. The
spectrum of quantum dissipative systems can also undergo non-analytical transitions, far
from the thermodynamic and infinite-excitation limits, and we introduce here some in-
triguing physical consequences of these spectral singularities, that we will study in different
systems in this thesis and are connected to synchronization phenomena.

Exceptional points (EPs). The dynamics of quantum dissipative systems is often
described by sets of equations that can be written as a non-Hermitian matrix, in stark
contrast with closed (non-dissipative) quantum systems. This is the case of the Liou-
villian superoperator, governing Markovian open quantum systems, or of non-Hermitian
effective Hamiltonians, governing the dynamics of a set of expectation values. The eigen-
spectrum of these non-Hermitian matrices is complex-valued, and the real and imaginary
parts of the eigenvalues correspond to the eigenfrequencies and decay rates of the dy-
namics2. The non-Hermitian character of these matrices can give rise to phenomena that
have no equivalent in Hermitian (non-dissipative) systems, what has been dubbed as non-
Hermitian physics [204, 205, 206, 207]. As for the phenomena we have introduced, namely
synchronization, DPTs, and time-crystals, the enabling process is the interplay between
the coherent and incoherent processes occurring in coupled dissipative systems; however,
here the attention is set on the spectral origin of these phenomena, often rooted in the
presence of non-Hermitian degeneracies or exceptional points (EPs) [208]. EPs are points
in parameter space in which several eigenvalues become the same and their correspond-
ing eigenvectors coalesce, making the dynamical system non-diagonalizable: i.e. they are
spectral singularities of the system.

Non-Hermitian phenomena. The exploration of non-Hermitian physics, and more in
particular of the dynamics of EPs, has been a very active field of research in photonics
for the past decade, where engineered arrays of dissipative systems are ubiquitous, and
models consisting of non-Hermitian effective Hamiltonians are common [204, 205, 206,
207]. Furthermore, in recent years the exploration of the effects of EPs in quantum
dissipative systems has also received notable interest [205, 207, 208, 209]. The presence of
these spectral singularities has been shown to be behind a variety of intriguing physical
phenomena occurring in photonic systems, atomic systems, as well as in phononic and
optomechanical arrays [204, 205, 206, 207], as parity-time symmetry breaking [210, 211,
212, 213], extreme sensitivity to perturbations [214, 215], chiral dynamics for adiabatic
EP encircling [47, 48, 216], anomalous quantum decay [209, 217, 218], and topological
phenomena [219]. Beyond the fundamental interest on these phenomena, applications
such as novel functionalities based on parity-time symmetry phenomena have been drawn

2Depending on the definition of the matrix the eigenfrequencies correspond to the real or imaginary part
of the eigenvalues. For the Liouvillian matrix they correspond to the imaginary part, while for effective
Hamiltonians they correspond to the real part.
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Figure 1.6: Illustrative example of a second order exceptional point occurring when varying the control
parameter g through the critical point gc. (a) For g < gc we have two different eigenfrequencies (red solid
and dashed blue lines), while for g > gc they become the same. (b) The decay rates show the complementary
behavior and bifurcate for g > gc. (c) At the EP, i.e. at g = gc, the two eigenvectors become parallel, i.e.
the modulus of their inner product is one: ∣⟨v1∣v2⟩∣ = 1 (in Bra-Ket notation).

for photonic systems [204, 205, 206, 207, 220], as well as sensing applications based on the
enhanced sensitivity of perturbations near EPs [207, 214].

Exceptional points and dynamical regimes. EPs can be seen as bifurcations of
eigenvalues in the complex plane. The number of eigenvectors that coalesce defines the
order of the EP [207]. In Figure 1.6 we illustrate a second order EP: we can appreciate
how varying a control parameter, g, the real part and imaginary part of two eigenvalues
”bifurcate” following complementary behaviors. Just at the critical point, g = gc, the
eigenvalues and the eigenvectors coalesce, the latter becoming parallel. This is the hall-
mark of this non-Hermitian degeneracy [208]: while in the Hermitian case the eigenvectors
always remain orthogonal to each other, in the non-Hermitian case they do not necessarily
do so.

In contrast to DPTs, these non-analytical changes of the excitation spectrum can
occur far from the thermodynamic and infinite-excitation limits, and thus EPs can be
found in finite-sized systems, as small qubit systems [209]. From figure 1.6 (a) and (b)
it is readily apparent that these non-analytical points lead to a reorganization of the
excitation eigenspectrum, as the number of different eigenfrequencies and decay rates
changes at this point, and their qualitative behavior varying the parameters too. Indeed,
this has been noted in some earlier works analyzing the dynamics of driven-dissipative
quantum systems [34, 35, 46, 161], although an explicit connection with EPs has only
been recently performed in [35]. In this thesis we will analyze the presence of EPs from
this point of view, studying the different dynamical regimes that these points can separate,
as well as looking for connections with the phenomena of synchronization and DPTs.

1.4 Plan of the thesis

In this thesis we will present in detail the results of Refs. [2, 3, 4, 5, 7, 9, 10] concerned
with the topic of synchronization. In particular, the rest of the thesis is structured as
follows:

– Chapter 2 is a brief introduction to the dynamics of open quantum systems, focusing
on the methodological tools needed in the following works such as, for instance, the
master equation description of dissipative quantum systems, the method to compute
multi-time averages, or the Liouvillian approach.
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– Chapters 3, 4 and 5 analyze the phenomenon of transient synchronization in different
situations and also considering its relation to other collective phenomena. Specifically,
in chapter 3 complex networks of quantum harmonic oscillators dissipating collectively
are considered, and the presence of synchronization and noiseless collective modes is
studied. In chapter 4 the presence of EPs is reported for two different systems, and
dynamical phenomena associated to them, as synchronization, are analyzed. In chap-
ter 5 the emergence of synchronization in atomic systems trapped in optical lattices
is discussed, and the relation of this phenomenon to the emergence of quantum corre-
lations is also addressed. The results presented in these chapters correspond to Refs.
[2, 3, 4, 5, 7].

– Chapters 6 and 7 study the relation of quantum entrainment with other driven-
dissipative phenomena. In particular, chapter 6 shows that entrainment in the squeezed
QvdP oscillator is accompanied by a metastable dynamical response. While chapter 7
shows that the entrainment transition in this system corresponds to a DPT, while differ-
ent symmetries (as parity symmetry or time-translation symmetry) are spontaneously
broken in the different dynamical regimes. The results of these chapters correspond to
Ref. [9] and a work in preparation [10].

– In each results chapter we include a short specific abstract and discuss the main
achievements in concluding remarks. Appendices A to K contain technical details and
additional results supplementing the results and discussions of the main text. Conclu-
sions and outlook of this thesis are presented in chapter 8.
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CHAPTER 2

Master equation and Liouvillian
approach

The theory of open quantum systems provides the framework needed to describe the
phenomena that we have introduced in the previous chapter and that will be treated
in this thesis. This is a vast subject, as vast as it is its domain of application, a fact
witnessed by the many different approaches and perspectives [58, 59, 60, 221, 222]. Here,
we will provide a concise introduction focusing on the master equation and the Liouvillian
approach, while a thorough discussion of technical details is generally avoided referring to
the existing specialized literature [58, 59, 60, 221, 222]. With such a scope in mind, we start
introducing the GKLS master equation, and the main approximations that enable such a
description of a dissipative quantum system. We discuss some intriguing possibilities that
emerge when several systems interact with the environment, as collective dissipation, or
engineering dissipative dynamics through coupling to dissipative systems, placing special
emphasis on modern realizations with quantum technologies. Finally, we present the
specific techniques used to study the GKLS master equation in this thesis, as the basic
rules to calculate one-time and multi-time expectation values. Then, we introduce the less
known but powerful Liouvillian approach, which allows for a spectral analysis of dissipative
dynamical systems that can provide important physical insights and understanding.

2.1 The GKLS master equation

The GKLS master equation is a time-local equation for the dynamics of the state of an
open quantum system, as described by its density matrix ρ̂. Its name stands for Gorini,
Kossakowski, Lindblad and Sudarshan and acknowledges the fundamental contributions
of these authors on the understanding of the mathematical properties of this equation
[223, 224]. Its importance stems from these properties (e.g. maps states to states) as well
as the fact that it describes accurately the physics of many dissipative quantum systems,
as it is the case in quantum optics in which it is especially prevalent [58, 59, 88].

This master equation can be written in two equivalent forms: the non-diagonal form
and the diagonal one. The choice between the different forms depends on the physical
situation and it is a matter of taste and convenience. In its non-diagonal form it can be

23
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written as (h̵ = 1) [58]:

d

dt
ρ̂ = −i[Ĥ, ρ̂] +

M

∑
j,k=1

γ̃jk(F̂j ρ̂F̂ †
k −

1

2
{F̂ †

k F̂j , ρ̂}), (2.1)

where the rates γ̃jk form a M -dimensional Hermitian and positive semi-definite matrix, Γ̃,

while F̂j are different system operators known as jump operators. Since Γ̃ is Hermitian and
positive semi-definite we can diagonalize it by means of a unitary transformation obtaining
a diagonal matrix Γ = U Γ̃U †, which contains the real non-negative rates γj . Similarly, we
can define the corresponding set of new jump operators as L̂j = ∑Mj,k=1 ukjF̂k, where ukj
are the matrix elements of the unitary matrix U . Then we obtain the Lindblad1 master
equation in its diagonal form [58]:

d

dt
ρ̂ = −i[Ĥ, ρ̂] +

M

∑
j=1

γj(L̂j ρ̂L̂†
j −

1

2
{L̂†

jL̂j , ρ̂}). (2.2)

Notice that superoperators2 provide a convenient way to work with master equations.
In particular, we define the dissipator:

D[L̂j]ρ̂ = L̂j ρ̂L̂†
j −

1

2
{L̂†

jL̂j , ρ̂}, (2.3)

and the Liouville superoperator or Liouvillian:

Lρ̂ = −i[Ĥ, ρ̂] +
M

∑
j=1

γjD[L̂j]ρ̂, (2.4)

from which we can write Eq. (2.2) as d
dt ρ̂ = Lρ̂ and its formal solution as

ρ̂(t) = V(t)ρ̂(0), with V(t) = exp(Lt), (2.5)

where we denote the initial condition as ρ̂(0). In Eq. (2.5) we have defined the quantum
dynamical map V(t), which generates the dynamics corresponding to the master equations
(2.1) or (2.2), and hence it satisfies the semigroup property [58, 222]:

V(t1 + t2) = V(t1)V(t2), for t1,2 ≥ 0. (2.6)

The semigroup property of V(t) implies that the dynamics described by Eqs. (2.1) or
(2.2) is Markovian, which essentially means that the evolution of the state of the system
at a given time depends only on the state of the system at the same time3. Another basic
property of the Lindblad master equation is that it maps states to states. More technically,
L is a completely positive trace-preserving map [58, 222], and hence, when considering a
system described by this type of equation, it is guaranteed that the state of the system
remains physical at all times (i.e. ρ̂(t) remains Hermitian, positive semi-definite and with
unit trace). On the other hand, not all physical situations in which dissipation is present in
quantum systems can be described by Lindblad master equations, even when the dynamics
is local in time. Markovian master equations which are not in the Lindblad form can be
more accurate in some physical situations [58, 225]; however, at the cost that one must
remain alert during the time evolution on possible violations of the properties of ρ̂ that
make it a physical state.

1We will usually denote the GKLS master equation as the ’Lindblad master equation’ or as the ’master
equation in the Lindblad form’. This is just a matter of custom, as we acknowledge the contribution of
the other authors.

2Superoperators map operators of the Hilbert space to operators of the same Hilbert space.
3See Refs. [58, 222] for a more detailed discussion on Markovian quantum time-evolutions.
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2.2 Microscopic origins of the Lindblad master equation

The purpose of this section is to illustrate the main physical conditions that can lead
to a Lindblad description of the dynamics of a dissipative system. We first present a
general derivation of this master equation using the canonical system plus environment
approach [58, 59, 60, 221, 222] starting from the full Hamiltonian describing the system,
the environment and their interaction. Here, we will follow closely the derivation of [58],
as it enables to discuss the main approximations and physical conditions that can lead to
a Markovian master equation while keeping the equations in a general form, which will be
useful for the rest of the thesis. Later on, we illustrate this derivation with an elementary
but important example: a harmonic oscillator coupled to a thermal bath.

2.2.1 System plus environment approach: main approximations

In a system plus environment approach one models a system of interest, as made for
instance by several accessible4 degrees of freedom, weakly coupled to the environment, as
composed by a continuum of modes in a certain equilibrium state. This interaction enables
the exchange of information and energy between the system and environment. Since the
environment is a continuum with a macroscopically large number of degrees of freedom
this interaction can lead to irreversible effects such as dissipation and decoherence [58, 59].
As we shall see, under certain physical conditions, the environment can be traced out of
the description leading to a reduced description for the state of the system which can be
well approximated by a Lindblad master equation.

Hamiltonian description. The total Hamiltonian describing this general situation is
the following:

ĤT = ĤS + ĤE + ĤSE , (2.7)

where ĤS describes the degrees of freedom in which we are interested, or system, ĤE

describes the environment, and ĤSE describes the weak system-environment interaction.
This last term can be modeled in a general form as:

ĤSE =∑
α

Âα ⊗ B̂α, (2.8)

where Âα and B̂α are Hermitian operators acting only on the system or the environment,
respectively.

The starting point of the derivation is the von Neumann equation for the total state of
the system plus environment χ̂ in the interaction picture5 defined by ĤS +ĤE [58] (h̵ = 1):

d

dt
χ̂(t) = −i[ĤSE(t), χ̂(t)]. (2.9)

Formal integration of this equation and insertion of the resulting χ̂(t) back into it leads
to an exact integro-differential equation, which is very convenient to identify and perform
approximations:

d

dt
χ̂(t) = −i[ĤSE(t), χ̂(0)] − ∫

t

0
ds[ĤSE(t), [ĤSE(s), χ̂(s)]]. (2.10)

4That one can observe at least up to certain point (the one that enables to know the system indeed
exists).

5Unless stated otherwise in this section we will work in this interaction picture.
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In order to have a reduced description of the dynamics of the system we trace out the
environment. In doing so, we assume that the total initial state is factorizable, i.e.:

χ̂(0) = ρ̂(0)⊗ µ̂R, with ρ̂(t) = TrE{χ̂(t)}, (2.11)

where ρ̂(t) is the state of the system, and µ̂R is the reference state or equilibrium state of
the environment. We now assume that this reference state and the environment operators
B̂α are such that the condition

TrE{[ĤSE , ρ̂(0)⊗ µ̂R]} = 0 (2.12)

is satisfied. While this might seem a restrictive condition, it turns out to be broadly
satisfied. Under these assumptions we obtain the still exact equation for the state of the
system:

d

dt
ρ̂(t) = −∫

t

0
dsTrE{[ĤSE(t), [ĤSE(s), χ̂(s)]]}, (2.13)

which is the basis of the approximate description that follows.

Born-Markov approximations. The Born-Markov approximations are two major ap-
proximations that lead to a time-local reduced description for the state of the system.
However, notice that in the general case an extra approximation is needed for this equa-
tion to be of the Lindblad form. This is the secular approximation that will be introduced
later [58]. The physical basis of these approximations resides on the following three general
conditions [58, 59, 221, 222]; weak interaction between system and environment; the envi-
ronment being constituted by a macroscopically large number of degrees of freedom; and
a huge separation of timescales between system and environment dynamics. The latter
condition means that the typical relaxation timescales of the environment, as character-
ized by τR, are much shorter than those of the dynamics of the system, as characterized
by τS , i.e. τR ≪ τS . We now proceed to show how making these approximations we can
obtain a Lindblad master equation from Eq. (2.13).

The Born approximation exploits these conditions and assumes that the system essen-
tially sees the bath in the reference state during all time evolution, i.e. that on the relevant
timescales the environment has already re-equilibrated itself from the small perturbation
caused by the system. Then, to leading order on the right-hand side of Eq. (2.13), the
total state can be approximated as a product of the system state and the reference state
of the environment: χ̂(t) ≈ ρ̂(t) ⊗ µ̂R. We then obtain the master equation in the Born
approximation:

d

dt
ρ̂(t) = −∫

t

0
dsTrE{[ĤSE(t), [ĤSE(s), ρ̂(s)⊗ µ̂R]]}. (2.14)

It is now convenient to work out the nested commutators. To do so, we first write
in a more explicit fashion the system-environment Hamiltonian in the interaction picture.
For this we write down the operators Âα in terms of the eigenoperators of the system
Hamiltonian6. These are defined as [58]:

Âα =∑
ν

Âα(ν), [ĤS , Âα(ν)] = νÂα(ν),

[ĤS , Â
†
α(ν)] = −νÂ†

α(ν),
(2.15)

which lead to:

ĤSE(t) =∑
α,ν

e−iνtAα(ν)⊗ B̂α(t) =∑
α,ν

eiνtA†
α(ν)⊗ B̂α(t), (2.16)

6This can always be done for systems residing in a finite Hilbert space or for systems described by
quadratic Hamiltonians.
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where the second equality is just a re-statement of the identity Â†
α(ν) = Âα(−ν) [58]. In-

serting this expression into the Born master equation, developing the nested commutators,
and performing the change of variables s = t − τ , we arrive at:

d

dt
ρ̂(t) = ∑

α,α′
∑
ν,ν′

ei(ν−ν
′)t∫

t

0
dτ(Âα′(ν′)ρ̂(t − τ)Â†

α(ν)

−Â†
α(ν)Âα′(ν′)ρ̂(t − τ))eiν

′τ ⟨B̂†
α(τ)B̂α′(0)⟩R +H.c.,

(2.17)

where H.c. stands for Hermitian conjugate and we have defined the environment two-time
correlation functions:

⟨B̂†
α(τ)Bα′(0)⟩R = TrE{B̂†

α(t)Bα′(t − τ)µ̂R} (2.18)

which only depend on the time difference of the arguments, τ , since µ̂R is assumed to be
an equilibrium state [59]. Notice that these correlation functions characterize the response
of the environment to the weak perturbation caused by the interaction with the system,
and contain all the effects of the environment on the system. We are now in a good
position to perform the Markov approximation. This exploits the assumptions of weak
coupling and huge separation of timescales. Hence, the characteristic timescale on which
ρ̂(t) changes appreciably in the interaction picture is given by τS , which is much larger
than τR, the relaxation timescale of the environment. Therefore, the correlations given
in Eq. (2.18) are expected to be non-zero only for times of the order of ∼ τR in which
essentially ρ(t−τ) ≈ ρ(t), resulting in a dynamics well-approximated by a time-local master
equation. Then, we arrive at the Born-Markov master equation:

d

dt
ρ̂(t) = ∑

α,α′
∑
ν,ν′

ei(ν−ν
′)tΓαα′(ν′)(Âα′(ν′)ρ̂(t)Â†

α(ν)

−Â†
α(ν)Âα′(ν′)ρ̂(t)) +H.c.,

(2.19)

with:
Γαα′(ν′) = ∫

∞

0
dτeiν

′τ ⟨B̂†
α(τ)Bα′(0)⟩R, (2.20)

where Eq. (2.20) are the Fourier transformed (by the resonant frequencies of the system)
two-time correlations of the environment. Notice that in Eq. (2.20) we have extended the
integration limit to infinity as on the considered timescale, t≫ τR, these correlations are
already vanishingly small.

In physical terms, the master equation in the Born-Markov approximations is essen-
tially a coarse-grained description of the system dynamics on a timescale much larger than
τR. For t ∼ τS ≫ τR, the dissipative dynamics of the system starts to be evident as captured
by this equation, while the microscopic processes leading to such an irreversible dynamics
and occurring on a timescale τR (as the spreading through the environment of the energy
and information given by the system) are not resolved by this equation. Hence, the ex-
istence of such disparate timescales, τR,S , enables a much simpler and tractable effective
description for the dynamics of the degrees of freedom in which we are interested.

Secular approximation and Lindblad form. While Eq. (2.19) is local in time, it
is not generally of the Lindblad form (2.1). To achieve a Lindblad master equation we
usually need to perform the additional secular approximation, which neglects fast rotating
terms, and it is thus accurate when

∣ν − ν′∣−1 ≪ τS , for all ν ≠ ν′. (2.21)

This approximation is very well justified in some of the paradigmatic quantum optical
situations [59], in which is also known as the rotating wave approximation. However,
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notice that for coupled multipartite systems, whether to perform and how to perform this
secular approximation can, in some cases, require a more careful analysis of the specific
physical situation [225, 226], a topic that has received a renowned interest recently in the
quantum thermodynamics community [227, 228, 229]. Then, if condition (2.21) is satisfied
we obtain after the secular approximation:

d

dt
ρ̂(t) = −i[ĤLS , ρ̂(t)] + ∑

ν,α,α′
γαα′(ν)(Âα′(ν)ρ̂(t)Â†

α(ν)

−1

2
{Â†

α(ν)Âα′(ν), ρ̂(t)}),
(2.22)

with
ĤLS = ∑

ν,α,α′
Sαα′(ν)Â†

α(ν)Âα′(ν), (2.23)

and

γαα′(ν) = Γαα′(ν) + Γ∗αα′(ν),

Sαα′(ν) =
1

2i
(Γαα′(ν) − Γ∗αα′(ν)).

(2.24)

Otherwise, when the condition (2.21) is not fully satisfied some other terms have to be
kept, what is known as the partial secular approximation [225]. Notice that the matrix
formed by the rates γαα′(ν) can be generally proved to be positive for an equilibrium
environment [58] and thus Eq. (2.22) is of the Lindblad form. Moreover, the environment,
besides causing dissipation and decoherence, also introduces coherent energy shifts and
interactions in the system, as modeled by the Lamb-shift Hamiltonian defined in Eq.
(2.23).

2.2.2 A harmonic oscillator coupled to a thermal bath

We consider this paradigmatic elementary example to illustrate the fundamental ideas
introduced in the previous subsection. In particular, we consider an harmonic oscillator of
frequency ω0 coupled to an infinite set of bosonic modes at thermal equilibrium, µ̂R = µ̂th,
which form a thermal bath. The Hamiltonian describing this situation reads (h̵ = 1):

ĤS = ω0â
†â, ĤE =∑

k

ωk b̂
†
k b̂k,

ĤSE =∑
k

(â + â†)(λk b̂k + λ∗k b̂
†
k),

(2.25)

where the â and the b̂k’s are the annihilation operators of the bosonic modes that constitute
the system and the environment, respectively. This bosonic model describes accurately
high-quality factor optical [59], microwave, and mechanical resonators [23], and thus it is
of wide application in the field of quantum technologies.

We observe that the assumption to drop the contribution from the initial condition in
the reduced von Neumann equation, Eq. (2.12), is satisfied in this case. Comparing Eq.
(2.25) with Eq. (2.8) we identify the coupling operators Â1 = â + â† and B̂1 = ∑k(λk b̂k +
λ∗k b̂

†
k). Moreover, it is clear that the eigenoperators are Â1(ω0) = â and Â1(−ω0) = â†,

so that comparing with Eq. (2.19) we can establish the approximation to drop the fast
rotating terms proportional to e±i2ω0t. In high-quality factor resonators the frequency
is much larger than the decay rates, i.e. ω0τS ≫ 1, and thus these terms can be safely
neglected. In some cases these timescales can be separated by more than six orders of
magnitude, both in optical and mechanical resonators, as for instance in some modern
optomechanical systems [23].
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The following step is to compute the rates appearing in Eq. (2.22), starting with the
dissipation rate:

γ11(ν) = ∫
∞

−∞
dτ∑

k

∣λk∣2(n̄kei(ν+ωk)τ + (n̄k + 1)ei(ν−ωk)τ) (2.26)

where n̄k is the thermal occupation number for a bosonic mode of frequency ωk and
temperature T . The two-time correlations for an equilibrium environment only depend
on the difference of time-arguments, i.e. τ , as anticipated. Moreover, for an infinite
environment we can consider the continuum limit of bath modes:

∑
k

∣λk∣2 → ∫
∞

0
dωg(ω)∣λ(ω)∣2. (2.27)

Here we have introduced the density of states of the environment, g(ω), which corresponds
to the density of bath modes in the frequency interval [ω,ω + dω]. It is customary to
also define the spectral density [58, 230] J(ω) = g(ω)∣λ(ω)∣2, which joins the spectral
information of the density of modes and of the system-environment coupling strength.
This fundamental quantity characterizes the effects of the environment in certain energy
range. Then, making use of the mathematical identity [59]:

lim
τ→∞∫

τ

0
dτei(ω+ν)τ = δ(ω + ν) + iP 1

ω + ν (2.28)

where the second term is the Principal part of the integral, we arrive at

γ11(ω0) = 2πJ(ω0)(n̄(ω0) + 1) ≡ γ(n̄ + 1),
γ11(−ω0) = 2πJ(ω0)n̄(ω0) ≡ γn̄,

(2.29)

where n̄ denotes the occupation number of a bosonic mode of frequency ω0 and temperature
T . Importantly, within the Born-Markov approximations these rates only depend on the
environment modes resonant with the system, as encoded in J(ω0).

It is important to mention that both phenomenological and microscopic descriptions
of the spectral density can be found in the literature. A well known phenomenological
model is the Ohmic spectral density, in which one assumes J(ω)∝ ω for small frequencies
together with a high-frequency cutoff [58, 230, 231], while the effects of super- and sub-
Ohmic spectral densities (J(ω) ∝ ωs for small ω with s > 1 or s < 1, respectively) have
also been thoroughly analyzed [230, 231]. As for microscopic descriptions, a paradigmatic
example is that of spontaneous emission for atoms in free space, in which by accounting for
the free space continuum of electromagnetic modes one can derive the Einstein spontaneous
emission rate [58, 59, 221]. Detailed microscopic descriptions are also important for novel
platforms in which quantum systems are coupled to engineered environments as quantum
dots [24] or atoms [16] coupled to photonic nanostructures, or optomechanical systems
coupled to tailored photonic-phononic crystals [232, 233], in which these environments are
designed to display some desired spectral properties.

We finally consider the Lamb-shift contribution, ĤLS . This leads to a frequency shift
∆ which, in stark contrast to the dissipation rates, resolves the whole energy continuum
and not only resonant terms:

∆ = P ∫
∞

0
dωJ(ω)( 1

ω0 − ω
+ 1

ω0 + ω
). (2.30)

Then, we arrive to the following master equation for the harmonic oscillator in the
Schrödinger picture:

d

dt
ρ̂ = −i[(ω0 +∆)â†â, ρ̂] + γn̄D[â†]ρ̂ + γ(n̄ + 1)D[â]ρ̂. (2.31)
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The last two terms describe the (thermally) stimulated absorption of quanta from the
environment (proportional to n̄), and the stimulated and spontaneous emission of quanta
to the environment (proportional to n̄ + 1). Finally, we recall that the frequency shift
caused by the environment is usually reabsorbed in the definition of ω0 (as we do in the
rest of the chapter), which is then interpreted as the measurable frequency instead of the
bare one of the (fictious) isolated harmonic oscillator.

2.3 From one to many dissipative units

In the previous sections we have introduced the Lindblad master equation as well as
the main physical conditions under which such a description can arise, together with an
elementary but important example of its application. When the dissipative system is
made of several units the treatment is more complex and specific issues need to be taken
into account. We first discuss the possibility of the units of a system to interact with
the same environment or with independent ones. Indeed, as we will see in this thesis,
this can have major consequences on the dynamics of the dissipative systems, as the
emergence of superradiance/subradiance effects, or the possibility to protect collective
degrees of freedom from dissipation and decoherence. We later discuss the fact that in
coupled dissipative systems, under the appropriate conditions, a subsystem can be used
to engineer a dissipative dynamics for another subsystem. This has the advantage that
can lead to general master equations not constrained by the equilibrium properties of the
environment. All these situations will be encountered in this thesis.

2.3.1 Common versus separate environments

In multipartite open systems the units of the system can be coupled to a common en-
vironment or to independent or separate environments, as illustrated in Fig. 2.1 (a),
(b). For instance, two quantum dots can be embedded in the same photonic environment
or into different ones [24], or two atoms can be optically trapped near the same waveg-
uide or onto different ones [16]. These different situations lead to deeply different open
system dynamics. In fact, a common environment can lead to collective dissipation, in
which the jump operators L̂α involve several of these units, and thus the environment
mediates an interaction between them enabling bath induced cooperative effects. In this
sense, collective dissipation enables intriguing phenomena as decoherence free subspace
and noiseless subsystems [104], generation of entanglement between the units of the system
[109, 111, 234, 235], super- and subradiance [25, 27, 28, 90, 236, 237], quantum synchro-
nization [65, 70, 98], or tailored multiphoton emission [238, 239], to name a few. In fact,
some of these phenomena are studied in this thesis and hence they will be encountered in
the forthcoming chapters. Then, the purpose of this subsection is to briefly introduce the
signatures of common or separate environments on the structure of the Lindblad master
equation, to show how the former can lead to environment-mediated coherent and inco-
herent interactions, as well as to briefly overview some of the paradigmatic and modern
situations in which such collective dissipation can emerge.

We will illustrate these features in the most elementary case of a system made of
two units, either coupled to a common environment or to separate ones. The system-
environment interaction Hamiltonian for these two situations reads:

HSE =∑
α

Âα,1 ⊗ B̂α,1 +∑
α

Âα,2 ⊗ B̂α,2, (2.32)

where Âα,j correspond to operators α of the subsystems j = 1,2. For separate environ-
ments, B̂α,1 correspond to operators of the first environment, while similarly for B̂α,2 and
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(a) Common environment

(b) Separate environments
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Figure 2.1: Scheme of the possible multipartite open quantum system scenarios that we consider. (a) Com-
mon environment scenario: two (or more) systems are coupled to the same environment and this induces
incoherent and coherent couplings between them. This can happen when the distance between the systems
is smaller than the characteristic correlation of the environment, r ≪ ξ, or when coupling to an engineered
environment as a photonic crystal (see Sect. 2.3.1). (b) Separate environments scenario: the systems are
coupled to independent environments. This can correspond to physically different environments, as two
different waveguides, but also to a common environment in which the separation between the systems is
much larger than the environment correlation length, i.e. r ≫ ξ (see Sect. 2.3.1). (c) Adiabatic elimination
of dissipative degrees of freedom: When coupling two (or more) dissipative systems, it can happen that
one of them evolves much faster than the rest, to which it is weakly coupled. Then, the fast subsystem can
be ’traced out’ or adiabatically eliminated, leading to an effective dissipative dynamics for only the slow
degrees of freedom (see Sect. 2.3.2). Examples of this situation are the optomechanical cooling master
equation [251, 252] or collective dissipation of an atomic cloud induced by a common cavity mode [46].

the second environment. In contrast, for a common environment, B̂α,j correspond to op-
erators of the same environment. In this case, we still use the label ’j’ to account for
possible differences in the way in which each subsystem is coupled to the environment.
As an example, extending the case of Eq. (2.25) to two harmonic oscillators, the separate
environment situation is described by:

ĤS = ∑
j=1,2

ωj â
†
j âj , ĤE,j =∑

k

ωj,k b̂
†
j,k b̂j,k,

ĤSE = ∑
j=1,2
∑
k

(âj + â†
j)(λj,k b̂j,k + λ

∗
j,k b̂

†
j,k),

(2.33)

while Eq. (2.33) can also describe the common environment situation if the bath operators,
their frequency, and the system-environment coupling strength are made independent of
j, i.e. ωj,k = ωk, λj,k = λk and {b̂j,k, b̂†j,k} = {b̂k, b̂†k}.

In the Born-Markov approximations, the consequences of these two different situations
are immediately appreciated on the Fourier transformed environment correlation functions.
Hence, generalizing Eq. (2.20) to a multipartite system we obtain:

Γα,j;β,k(ν) = ∫
∞

0
dτeiντ ⟨B̂†

α,j(τ)Bβ,k(0)⟩R. (2.34)

For separate environments Γα,j;β,k(ν) ∝ δj,k, where δj,k is the Kronecker delta, as the
two environments are independent of each other, and thus they cannot be correlated. On
the other hand, for a common environment the Fourier transformed correlations can in



32 Master equation and Liouvillian approach

principle be non-zero for j ≠ k , which can lead to cross-terms in the master equation as
follows from the generalization of Eq. (2.22) to this multipartite case. In particular, in
the secular approximation, incoherent interactions are encoded in the following terms of
the multipartite master equation:

∑
α,β,ν

γα,1;β,2(ν)(Âβ,2(ν)ρ̂(t)Â†
α,1(ν) −

1

2
{Â†

α,1(ν)Âβ,2(ν), ρ̂(t)}) +H.c., (2.35)

while coherent interactions in the following terms of the multipartite Lamb-shift Hamil-
tonian:

∑
α,β,ν

Sα,1;β,2(ν)Â†
α,1(ν)Âβ,2(ν) +H.c. (2.36)

where the rates γα,j;β,k(ν) and Sα,j;β,k(ν) are readily generalized from Eqs. (2.24) and
(2.34). Hence, from Eq. (2.35) it follows that in a diagonal representation of the Lindblad
master equation the jump operators will be generally collective.

These simple situations already illustrate that a common environment enables the
possibility of environment-mediated interactions and hence collective dissipation, while
separate environments do not. Interestingly, we remark that a common environment does
not guarantee collective dissipation per se. Indeed, Γα,1;β,2(ν) can generally depend on
the distance between the two subsystems, as well as on the dimensionality and spectral
characteristics of the environment. For isotropic two- and three-dimensional environments
these cross-correlation functions decay with the distance r between the subsystems, and
one can generally define a characteristic distance ξ such that for r ≪ ξ collective dissipation
effects are significant, while for r ≫ ξ the subsystems essentially see independent environ-
ments7 [240, 241, 242]. This is the case of atoms in free space, in which ξ corresponds to
the wavelength of the electromagnetic modes resonant with the relevant atomic transition
[242], and hence the cross-terms present for r ≪ ξ can lead to collective effects such as
super- and subradiance [25, 90], while for r ≫ ξ the atoms essentially see independent or
uncorrelated electromagnetic environments.

Anisotropic and engineered environments. This situation is significantly altered in
presence of structured or anisotropic environments as well as in effectively one-dimensional
environments. These cases have received a renewed interest as they play a major role for
quantum systems interfaced with photonic and phononic crystals [16, 24, 233]. The distinct
scenario emerging in anisotropic environments is well illustrated in Refs. [243, 244], in
which it is shown that special ’crystal’ directions can enable long-ranged coherent and
dissipative interactions between quantum systems. Outstandingly, in one-dimensional
environments the cross-correlations Γα,1;β,2(ν) can even become periodic and non-decaying
with the distance separating the system units [240, 241, 243, 244, 245], enabling long-range
collective effects [16]. However, one must notice that the Lindblad description implicit in
Eqs. (2.35) and (2.36) is no longer valid when the delay times due to the finite propagation
velocity of excitations through the environment become appreciable (i.e. of the order of
∼ τS), eventually precluding a fully time-local Markovian description [244, 246, 247].

2.3.2 Adiabatic elimination of dissipative degrees of freedom

In coupled dissipative systems there is the possibility to engineer the dynamics of a sub-
system by ’tracing out’ another dissipative subsystem to which it is coupled, as illustrated
in Fig. 2.1 (c). If the characteristic timescales of one of the dissipative subsystems are

7Thus a common environment situation in which r ≫ ξ can be de facto modeled as a separate environ-
ment situation in which each subsystem interacts with identical separate environments.
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much shorter than those of the other subsystems, and the interaction between both is
weak, one can actually obtain a reduced description only for the ’slow’ subsystem. Indeed,
on the relevant timescales of the slow subsystems, the fast subsystem essentially remains
in its stationary state as its characteristic ’re-equilibration’ timescale is much shorter than
those of the slow subsystem and of the weak coupling between them. This situation par-
allels the one we have met in the system-environment derivation of the Lindblad master
equation, with the difference that in the present case the role of an environment is played
by a dissipative subsystem.

In these conditions, ’tracing out’ the fast dissipative subsystem leads to an effective
dynamics for the slow subsystems alone. This effective dynamics might be described
by a Lindblad master equation too, which can contain new Hamiltonian terms as well
as new jump operators. This is generally known as adiabatic elimination8 of the fast
subsystem degrees of freedom, and provides an important route to engineer dissipative
time evolutions and coherent dynamics that are not constrained by the properties of an
equilibrium environment or a microscopic Hamiltonian.

Adiabatic elimination is the basis of paradigmatic phenomena such as ground state
laser cooling of motional degrees of freedom of trapped ions [248, 249], polar molecules
[250], or optomechanical oscillators [251, 252, 253, 254]; engineered two-level systems from
driven multilevel systems [249, 255, 256]; or collective dissipation by adiabatic elimination
of a cavity light (or microwave) mode [30, 29, 257, 258, 259]. Therefore, this situation is
far from hypothetical and it is in fact found in many ’hybrid’ quantum dissipative systems,
in which the different units composing the system are of a different physical nature, as
well as in driven multilevel scenarios.

The physical situation that we are considering can be schematically described as fol-
lows. The starting point is a multipartite dissipative system described by a Lindblad
master equation in the Schrodinger picture:

d

dt
ρ̂ = − i[ĤF (t) + ĤS + ĤSF , ρ̂] +∑

α

γF,αD[F̂α]ρ̂ +∑
β

γS,βD[Ŝβ]ρ̂, (2.37)

in which we have distinguished two subsystems: the fast subsystem, as described by ĤF (t)
and the jump operators F̂α, and the slow subsystem as described by ĤS and the jump
operators Ŝβ, both weakly interacting through ĤSF . Notice that we have considered a
time-dependent Hamiltonian for the fast subsystem, as it is often the case for these degrees
of freedom to be driven, as for instance in Refs. [248, 251, 252, 255]. Then, adiabatically
eliminating the fast subsystem leads to an effective master equation for the slow subsystem
only:

d

dt
ρ̂S = − i[ĤS + Ĥ ′

S , ρ̂S] +∑
β

γS,βD[Ŝβ]ρ̂S +∑
β

γ̃βD[Ŝ′β]ρ̂S , (2.38)

where ρ̂S = TrF [ρ̂], and new coherent and incoherent processes are present in the dynamics,
as modeled by Ĥ ′

S and γ̃βD[Ŝ′β]ρ̂S , respectively. Notice that in many cases of interest, the
rates characterizing the strength of these processes can be tuned in situ by varying the
characteristics of an external driving source, as the frequency and intensity of an input
laser [248, 251, 252, 255].

Optomechanical cooling. For a pedagogical example of this adiabatic elimination pro-
cedure, i.e. how to go from Eq. (2.37) to (2.38), we refer the reader to [260] in which the
phenomenon of optomechanical cooling [23, 251, 252] is considered. There, the fast degrees

8This kind of situation is also found in classical (and semiclassical) stochastic dynamical systems in
which elimination of fast variables receives the same name [59, 88].
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of freedom correspond to a driven high-quality optical (or microwave) cavity mode, while
the slow degrees of freedom correspond to a high-quality mechanical resonator. The re-
sulting effective mechanical dynamics after adiabatically eliminating the optical degrees of
freedom corresponds to a master equation with the same terms as the one of the harmonic
oscillator coupled to a thermal bath, Eq. (2.31), i.e.:

d

dt
ρ̂ = − i[(ω0 +∆ +∆om)â†â, ρ̂] + [γn̄ + γ↑]D[â†]ρ̂ + [γ(n̄ + 1) + γ↓]D[â]ρ̂, (2.39)

with the important difference that the rates of phonon emission and absorption are modi-
fied by the optically tunable ones, γ↑,↓, enabling ground state laser cooling of the mechan-
ical resonator when γ↓ ≫ γ↑, γn̄ [251, 252, 253, 254], while an optically tunable frequency
renormalization term is also present, ∆om, an effect known as the ’optical-spring effect’
[23]. As a more mathematical remark, adiabatic elimination often makes use of the pow-
erful projector operator techniques, e.g. [248, 250, 256, 260], which can also be applied to
derive the Lindblad master equation in the system plus environment approach [58, 60, 222].

We finally overview some relevant examples of engineered dissipative time evolutions
by adiabatic elimination of degrees of freedom. Besides the optically tunable master equa-
tion for a bosonic mode (2.39), optomechanical systems [23] constitute a versatile platform
for the implementation of engineered time evolutions. In arrays of optomechanical oscil-
lators, optical modes shared by various mechanical modes can be adiabatically eliminated
leading to optically tunable coherent and incoherent interactions between the mechani-
cal modes [261]. Indeed, these optically mediated interactions can be used to implement
tight-binding bosonic lattices with synthetic Gauge fields leading to topological and non-
reciprocal phenomena [262, 263]. Moreover, the effective mechanical dynamics can also be
engineered to be non-linear, providing a route to implement parametric oscillators [152], or
van der Pol oscillators [68, 70, 166]. Finally, adiabatic elimination of a common dissipative
bosonic mode is a well known route to implement collective dissipation in spin systems.
This is the case of atoms and ions trapped in an optical cavity[46, 257, 258, 259, 264],
superconducting qubits coupled to a common microwave cavity [29], or silicon vacancy
centers in a diamond nanophotonic cavity [30]. Complementarily, multilevel systems can
be adiabatically eliminated to engineer the dissipative dynamics of bosonic modes, as in
laser cooling of trapped ions [248, 249], or the implementation of van der Pol oscillators
with trapped ions [67], as in laser-cooling of polar molecules [250], or tunable dissipation
in one-dimensional lattices of trapped atoms [265].

In this thesis, we will find that adiabatic elimination is at the basis of some of the
models that will be studied. In fact, in chapter 5 synchronization will be studied in an
effective highly tunable spin system with local dissipation, which can be implemented in
an atomic lattice adiabatically eliminating high-energy configurations and implementing
laser cooling schemes [265]. Furthermore, in chapters 6 and 7, the quantum van der Pol
oscillator will be studied, which, as we have mentioned, it can be implemented in platforms
of trapped ions [67] or optomechanical oscillators [68] adiabatically eliminating the internal
electronic dynamics or the optical degrees of freedom, respectively.

2.4 Dynamics of expectation values

Having already introduced the Lindblad master equation and some of the microscopic
situations in which such a description for dissipative quantum systems can emerge, we
now consider how to obtain from it equations for the time evolution of expectation values
of system operators and multi-time correlations, as these represent the main indicators to
assess the quantum system dynamics.
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2.4.1 One-time expectation values

The expectation values of system operators at a given time describe the ensemble averaged
observed dynamics of a system. These can be computed from the state of a system at a
given time as [58]:

⟨Ô(t)⟩ = Tr[Ôρ̂(t)], (2.40)

where Ô denotes a system operator. From the Lindblad master equation one can obtain the
state of the system at any time, from which the expectation values for system operators
can be computed. Alternatively, one is sometimes interested in just a particular set of
system operators, and thus it might be simpler and more practical to derive and solve the
equations for the time evolution of just this set of expectation values. This can be done
by simply taking the time derivative of the previous Schrödinger picture formula:

d

dt
⟨Ô(t)⟩ = Tr[Ô d

dt
ρ̂(t)]. (2.41)

Inserting the Lindblad master equation on the right-hand side produces the desired equa-
tions of motion for the system expectation values. The advantage of this procedure is that
it can lead, in some cases, to a closed set of first-order differential equations. However, in
some other cases it can lead to an infinite hierarchy of equations.

Let us illustrate this with the simple example of the harmonic oscillator coupled a
thermal bath as described by the master equation (2.31). In order to obtain equations for
expectation values from Eq. (2.41) we just have to make use of the commutation relation
[â, â†] = 1 and the cyclic property of the trace. Then, the equation of motion for ⟨â(t)⟩ is
obtained as follows:

d

dt
⟨â(t)⟩ = − iω0Tr[ââ†âρ̂(t) − âρ̂(t)â†â]

+ γn̄Tr[ââ†ρ̂(t)â − 1

2
(âââ†ρ̂(t) + âρ̂(t)ââ†)]

+ γ(n̄ + 1)Tr[ââρ̂(t)â† − 1

2
(ââ†âρ̂(t) + âρ̂(t)â†â)]

= − iω0⟨â(t)⟩ −
γ

2
⟨â(t)⟩,

(2.42)

which we recognize as the equation for the amplitude of a damped cavity or resonator 9.
We can similarly obtain the equation for the number of excitations, n̂ = â†â, which reads:

d

dt
⟨n̂(t)⟩ = −γ⟨n̂(t)⟩ + γn̄, (2.43)

from which we see that in the long-time limit the system equilibrates with the bath,
displaying the thermal occupation number ⟨n̂⟩ss = n̄ with

⟨n̂⟩ss = lim
t→∞

⟨n̂(t)⟩. (2.44)

The point is that we obtained closed sets of equations for the system expectation values as
the time evolution described by Eq. (2.31) is quadratic or bilinear in the bosonic creation
and annihilation operators [266, 267], that we can readily solve without need to explicitly
find the solution ρ̂(t).

9Notice that we have reabsorbed the Lamb shift into the definition of the frequency.
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2.4.2 Two-time correlations

Two-time correlations, and multi-time correlations in general, are some of the fundamental
quantities characterizing the dynamics of quantum systems. In fact, in some contexts as
quantum optics, multi-time correlations are useful quantities that one can experimentally
access [59], and which can unveil the statistical differences in the light emitted from a
quantum source from that emitted from a classical one [59, 221]. Thus, it is of utmost
importance to have a method to compute them from the Lindblad master equation.

In this thesis we will encounter multi-time correlations of the type

⟨Ô1(t)Ô2(s)⟩, (2.45)

which consist in the expectation value of two operators at two different times. Then,
the immediate question that arises is whether we can actually compute such a quantity
from the state of the system at a single time and the Lindblad master equation which
also involves just a single time. The answer is affirmative [58, 59, 221], and multi-time
correlations can be computed just in terms of the state of the system and the master
equation, within the same Born-Markov approximations that lead to the Lindblad master
equation10.

General formulas for two-time correlations. For the two-time correlations of the
type (2.45) we can distinguish two cases: the one in which s ≥ t and the one in which s < t,
for which different formulas are derived. For convenience, we set the time difference to
the value τ , with τ ≥ 0. We then have two possible results [59]:

⟨Ô1(t)Ô2(t + τ)⟩ = Tr[Ô2e
Lτ(ρ̂(t)Ô1)],

⟨Ô1(t + τ)Ô2(t)⟩ = Tr[Ô1e
Lτ(Ô2ρ̂(t))].

(2.46)

The superoperator eLτ applies to everything into the big rounded parenthesis, and it stands
for time-evolving for a period of time τ and according to L the “initial condition” inside
the parenthesis. Reading Eq. (2.46) we identify the following steps: compute the state at
time t, apply the corresponding operator in the correct order, time-evolve the result for
a period τ using the master equation, and finally use the time-evolved result to compute
the expectation value including the other operator.

The quantum regression theorem. A particular but important case is that for which
there exist a particular set of system operators whose equations of motion for the single-
time expectation values form a closed system [59]. In particular, let us assume that we
have a set of system operators denoted by Âj with j = 1,2, . . . ,m, such that their closed
system of equations of motion for their expectation values can be written as:

d

dt
⟨Âj(t)⟩ =

m

∑
k=1

Mjk⟨Âk(t)⟩, (2.47)

where Mjk are the coefficients defining the dynamical system. This system of equations
can be rewritten in matrix form by defining the m-dimensional vector A⃗(t) and the cor-
responding square matrix M whose entries are the coefficients Mjk:

d

dt
⟨A⃗(t)⟩ = M⟨A⃗(t)⟩. (2.48)

10For a pedagogical derivation of this result the reader is referred to the book by Carmichael [59].
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Then, as shown in Ref. [59], the two-time correlations ⟨Ô(t)A⃗(t+ τ)⟩ and ⟨A⃗(t+ τ)Ô(t)⟩,
where Ô can be any system operator, obey the following system of equations:

d

dτ
⟨Ô(t)A⃗(t + τ)⟩ = M⟨Ô(t)A⃗(t + τ)⟩,

d

dτ
⟨A⃗(t + τ)Ô(t)⟩ = M⟨A⃗(t + τ)Ô(t)⟩.

(2.49)

This means that the dynamics of two-time correlations in this particular circumstances
corresponds essentially to the dynamics of single-time expectation values with a partic-
ular fixed initial condition, as given by ⟨A⃗(t)Ô(t)⟩ = Tr[A⃗Ôρ̂(t)] or by ⟨Ô(t)A⃗(t)⟩ =
Tr[ÔA⃗ρ̂(t)]. This is the basic statement of the quantum regression theorem [88].

As an elementary example of the application of the quantum regression theorem, let us
consider again the case of the harmonic oscillator coupled to a thermal bath. Moreover,
let us analyze the stationary amplitude two-time correlation ⟨â†(0)â(τ)⟩ss = limt→∞ =
⟨â†(t)â(t + τ)⟩, where ’0’ denotes an arbitrary time-origin in the stationary state of the
system. Then, applying the above results we see that m = 1 and Â1 = â while M11 =
−iω0 − γ/2. Hence:

d

dt
⟨â†(0)â(τ)⟩ss = −(iω0 +

γ

2
)⟨â†(0)â(τ)⟩ss, (2.50)

which results in:
⟨â†(0)â(τ)⟩ss = n̄e−iωτ−

γ
2
τ (2.51)

as follows from integrating the equation of motion with the initial condition ⟨n̂⟩ss = n̄. This
is a very simple illustration of our previous statement that in these conditions two-time
correlations follow the dynamics of single-time expectation values with a particular initial
condition. Notice that a more involved example of the application of Eq. (2.49) will be
met in chapter 4 in which arrays of quantum harmonic oscillators are studied.

As we will see, two-time correlations play a relevant role in this thesis, and we will
meet them in most of the following chapters. Their importance resides in the fact that
we can use them to characterize the collective modes governing the dynamics of a system
and thus, they can be useful indicators for the emergence of synchronization and other
dynamical phenomena.

2.5 The Liouvillian approach

In this section we introduce some powerful techniques to study the dynamics of a system
based on the spectral decomposition of the Liouvillian. As we shall see, the eigenspec-
trum of the Liouvillian provides a complete picture of the characteristic timescales and
frequencies of the system, and hence, when applicable, provides important insights on
the behavior of a system. In the following subsections we introduce the main theoretical
formulas that we will apply in some of the forthcoming chapters.

2.5.1 Spectral properties of the Liouvillian

The Liouvillian superoperator maps operators to other operators as defined in Eq. (2.4).
In this sense, we can find eigenoperators (also called eigenmatrices or eigenmodes) that are
invariant up to a complex constant, i.e. the eigenvalue, to the action of this superoperator.
The set of right and left eigenmatrices as well as the corresponding eigenvalues constitute
the eigenspectrum of the Liouvillian. These are defined as:

Lρ̂j = λj ρ̂j , L†σ̂j = λ∗j σ̂j , (2.52)
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where λj is the eigenvalue corresponding to the right (left) eigenmatrix ρ̂j (σ̂†
j). Since

the Liouvillian is non-Hermitian, i.e. L ≠ L†, right and left eigenmatrices are generally
different. Importantly, for time-independent Liouvillians and for finite-dimensional Hilbert
spaces, it can be shown that the system has at least one stationary state, ρ̂ss, that satisfies
Lρ̂ss = 0. That is, it corresponds to a right eigenmatrix of the Liouvillian with zero
eigenvalue [35, 268]. While for infinite-dimensional systems (as bosonic ones) the existence
of such stationary state is not guaranteed, it does usually exist, and this is certainly the
case for the systems considered in this thesis (i.e. arrays of harmonic oscillators and the
quantum van der Pol oscillator).

If the Liouvillian is diagonalizable, that is away from possible exceptional points [35,
208, 268] (defined in Sect. 1.3), its set of right and left eigenoperators form a complete
basis of the system’s Hilbert space that can be used to decompose any system operator
[35, 268]. In particular, the right and left eigenmatrices form a biorthogonal basis that
can be normalized such that Tr[σ̂†

j ρ̂k] = δjk. This can be used to decompose the state of
the system at any time in terms of the Liouvillian eigenspectrum [35, 268]:

ρ̂(t) =∑
j

Tr[σ̂†
j ρ̂(0)]ρ̂je

λjt (2.53)

where j runs over all the eigenvalues. This formula follows from the formal solution of
the master equation, ρ̂(t) = eLtρ̂(0), from the fact that when considering eigenmatrices
eLtρ̂j = eλjtρ̂j , and the mentioned biorthogonality of the eigenmatrices.

Properties of the eigenspectrum. From Eq. 2.53 it is clear that a number of prop-
erties of the Liouvillian eigenspectrum follow directly from the properties of the master
equation [35, 268]:

i) The eigenvalues are non-positive, i.e. their real part is either negative or zero:
Re[λj] ≤ 0 ∀j. Physically, this property prevents Eq. (2.53) to diverge exponentially
with time. Moreover, it is customary to order the eigenvalues according to their real
part such that Re[λ0] ≥ Re[λ1] ≥ Re[λ2] ≥ . . . In which case there is a stationary state
that corresponds to the zero-eigenmatrix: λ0 = 0, ρ̂ss = ρ̂0/Tr[ρ̂0], and σ̂0 = 1, where 1
is the identity matrix.

ii) The eigenvalues λj are either real or appear in complex conjugate pairs, as follows
from the fact that the master equation is Hermiticity preserving [35, 268]. Moreover, for
a real eigenvalue, the right and left eigenmatrices can be constructed to be Hermitian
[35]. Instead, for a complex conjugate pair of eigenvalues λj = λ∗k, the corresponding

eigenmatrices are Hermitian conjugates of each other ρ̂j = ρ̂†
k and σ̂j = σ̂†

k [35].

iii) For eigenvalues with negative real part the eigenmatrices are traceless, as follows
from the fact the master equation is trace preserving [35]. This last important property
illustrates the fact that the eigenmatrices ρ̂j do not need to be physical states (being
ρ̂ss a notable exception) keeping in mind, however, that in decompositions of the type
of Eq. (2.53) they are combined in such a way to yield a physical state at all times.

Eigendecomposition of the dynamics. The usefulness of the Liouvillian eigendecom-
position can be readily intuited from the state decomposition of Eq. (2.53), that we can
recast as:

ρ̂(t) = ρ̂ss +∑
j≥1

Tr[σ̂†
j ρ̂(0)]ρ̂je

λjt. (2.54)
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Hence, the eigenspectrum of the Liouvillian reveals how the system approaches its station-
ary state, as well as the different characteristic timescales of the dynamics, as encoded in
the real part of the eigenvalues, or the possible oscillating frequencies, as encoded in the
imaginary part of the eigenvalues. Furthermore, this can also be used to understand the
dynamics of expectation values and multi-time correlations. Hence, from Eq. (2.54) we
can straightforwardly obtain the expression for single-time expectation values:

⟨Ô(t)⟩ = ⟨Ô⟩ss +∑
j≥1

Tr[σ̂†
j ρ̂(0)]Tr[Ôρ̂j]eλjt, (2.55)

while from Eq. (2.46) two-time correlations can also be obtained from the state decompo-
sition of Eq. (2.53). Here we will focus on the most important case for this thesis which
is that of two-time correlations in the stationary state, i.e.:

⟨Ô1(0)Ô2(τ)⟩ss = lim
t→∞

⟨Ô1(t)Ô2(t + τ)⟩,

⟨Ô1(τ)Ô2(0)⟩ss = lim
t→∞

⟨Ô1(t + τ)Ô2(t)⟩.
(2.56)

Then, from Eqs. (2.46) and (2.53) we obtain:

⟨Ô1(0)Ô2(τ)⟩ss = ⟨Ô1⟩ss⟨Ô2⟩ss +∑
j≥1

Tr[σ̂†
j ρ̂ssÔ1]Tr[Ô2ρ̂j]eλjτ ,

⟨Ô1(τ)Ô2(0)⟩ss = ⟨Ô1⟩ss⟨Ô2⟩ss +∑
j≥1

Tr[σ̂†
jÔ2ρ̂ss]Tr[Ô1ρ̂j]eλjτ ,

(2.57)

which illustrate again the importance of operator ordering in two-time correlations. These
results will be fundamental in the forthcoming chapters, when we will apply these formulas
to understand the dynamics of the system in terms of the Liouvillian spectrum.

2.5.2 Matrix representation of the Liouvillian

In the previous subsection we have kept the discussion at the general level of operators and
superoperators, while in practice one normally resorts on a particular matrix representa-
tion of the Liouvillian in order to perform calculations. Here, we present such a matrix
representation for the Liouvillian superoperator, which is very useful for the calculation
of its eigenspectrum either analytically or numerically.

In the matrix representation one works in an enlarged Hilbert space in which the
density matrix is represented by a vector and the Liouvillian by a matrix. This implies
that if the dimension of the system Hilbert space is D, the density matrix is represented
by a D2-dimensional vector and the Liouvillian is represented by a D2 ×D2 matrix. For
this reason, a spectral analysis of the Liouvillian generally requires more computational
resources than numerical integration of the master equation, which can ultimately hinder
it. Nevertheless, as we shall see in the following chapters, such an spectral analysis provides
important physical insights on the dynamics of quantum systems, which motivates the use
of this technique.

The matrix representation of the Liouvillian is based on the following isomorphism in
which the density matrix is mapped to a vector in an enlarged Hilbert space [35, 90, 268]:

ρ̂ =
D

∑
i,j=1

ρij ∣i⟩⟨j∣↔ ∣ρ⟫ =
D

∑
i,j=1

ρij ∣ij⟫, (2.58)

with ∣ij⟫ = ∣i⟩⊗ ∣j⟩. In this enlarged space we use a “Bra-Ket” notation in which vectors
are denoted by a “Ket” ∣⋅⟫, while the “Bra” ⟪⋅∣ corresponds to their Hermitian conjugate
partners. Then, it follows that the action of operators on the density matrix maps as:

Ô1ρ̂Ô2 ↔ (Ô1 ⊗ Ô⊺
2)∣ρ⟫, (2.59)
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where Ô⊺ = (Ô†)∗, i.e. it denotes the transpose of an operator. Moreover, the “Bra-Ket”
product in the enlarged space corresponds to:

Tr[Ô†
2Ô1]↔ ⟪O2∣O1⟫, (2.60)

Making use of this isomorphism the Lindblad master equation (2.2) can be written in
matrix form in the enlarged Hilbert space:

d

dt
∣ρ⟫ = ¯̄L∣ρ⟫, (2.61)

where the matrix representation of the Liouvillian is denoted by ¯̄L and reads:

¯̄L = −i(Ĥ ⊗ 1 − 1⊗ Ĥ⊺) +
M

∑
j=1

γj(L̂j ⊗ L̂∗j −
1

2
[L̂†

jL̂j ⊗ 1 + 1⊗ L̂⊺j L̂∗j ]). (2.62)

Now that we have represented the Liouvillian by a matrix, it is clear that the eigenop-
erators presented in the previous subsection correspond to the right and left eigenvectors
of a non-Hermitian matrix:

¯̄L∣ρj⟫ = λj ∣ρj⟫, ¯̄L†∣σj⟫ = λ∗j ∣σj⟫, (2.63)

and thus standard matrix methods can be used to obtain them. Away from EPs, these
vectors form a biorthogonal basis ⟪σj ∣ρk⟫ = δjk which can be used to write the state
decomposition of Eq. (2.54) and the equations for the expectation values and two-time
correlations of Eqs. (2.55) and (2.57) in a vectorized form (see for instance [90, 268]).

This approach applies to finite-dimensional systems. Then, an important question is
what happens with infinite-dimensional bosonic systems. In this case, numerical tech-
niques are generally based on truncation of the number of considered states. With the
exception of some particular cases, as when one deals with Gaussian states and quadratic
Lindblad master equations [266, 267]. Away from these cases, truncation of the Hilbert
space to a finite dimension DT allows one to represent the Liouvillian with a D2

T ×D2
T ma-

trix and the density matrix with a D2
T -dimensional vector. Then, the above results apply,

but are only valid if they are convergent with the considered truncation dimension DT ,
i.e. if the truncated Hilbert space is large enough so that it does not affect the physics of
the system. This can be checked considering a larger truncation dimension, i.e. D′

T >DT ,
to establish that results in both cases converge.

2.5.3 Symmetries of the Liouvillian

The Lindblad master equation describing the dynamics of a dissipative system can display
symmetries [35, 268]. A Liouvillian symmetry is defined by a unitary transformation,
U ρ̂ = Û ρ̂Û−1, whose action commutes with that of the Liouvillian:

[U ,L]ρ̂ = 0. (2.64)

As we will see, these symmetries introduce particular constraints in the dynamics generated
by the Liouvillian. Thus, identifying and characterizing the symmetries of a dissipative
system can provide important insights about the dynamics and the properties of the
system. In stark contrast with the Hamiltonian case, the symmetries of the Liouvillian
do not need to be accompanied by conserved quantities (i.e. Noether’s theorem does not
apply), as discussed in detail in Ref. [268].

A first fundamental consequence of the Liouvillian displaying a symmetry is that its
eigenmatrices inherit this symmetry [35, 268]. Then, if Û has a set of eigenvalues or
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symmetry sectors u, each of the Liouvillian eigenmatrices must belong to one of these
symmetry sectors, i.e.:

U ρ̂j = uj ρ̂j (2.65)

where uj ∈ u, i.e. it takes one of the possible values of the possible set of symmetry
eigenvalues. Moreover, as the symmetry corresponds to a unitary transformation, there
must be an eigenvalue that takes the value 1, and the stationary state of the system must
belong to this symmetry sector since it has unit trace, as can be seen by inserting ρ̂ss in
Eq. (2.65) and taking the trace. Furthermore, from Eq. (2.64) it also follows that the
Liouvillian displays a direct sum structure:

L =⊕
u
Lu (2.66)

and thus the different symmetry sectors are not coupled by the dynamics of the system [35,
268, 269]. In a matrix representation of the Liouvillian this structure makes the Liouvillian
to be a block-diagonal matrix, in which each block corresponds to a symmetry sector, and
thus it does not couple different parts of the state vector. Notice that this can be used to
reduce significantly the computational resources needed for studying numerically quantum
dissipative systems, as it is the case for spin systems displaying permutation symmetry
[35, 270].

Dissipative harmonic oscillator and U(1) symmetry. We now exemplify these
results considering the simple case of the harmonic oscillator coupled to a thermal bath.
This system displays a U(1) symmetry defined by the unitary transformation

Uφρ̂ = e−iφâ
†âρ̂eiφâ

†â (2.67)

for any real φ [168]. Notice that this unitary transformation acts as

Uφ(â†)lâm = eiφ(m−l)(â†)lâm (2.68)

on the system operators, which can be used to check that the master equation (2.31) is
indeed invariant under such a transformation, i.e. [Uφ,L]ρ̂ = 0. Then, the Liouvillian
eigenmatrices are also eigenmatrices of this unitary transformation, Uφρ̂j = uj ρ̂j , and the
Liouvillian is block-diagonal in the different symmetry sectors. In fact, as shown in Ref.
[168], due to this symmetry, the eigenmatrices take the following general form in the Fock
basis:

ρ̂j =∑
n

C(j)
n ∣n⟩⟨n − k∣, (2.69)

where k is an integer and C
(j)
n are complex coefficients. Then, the particular value of

k determines the symmetry sector to which the eigenmode belongs, as Uφρ̂j = e−iφkρ̂j .
Furthermore, the stationary state belongs to the k = 0 sector which corresponds to the
eigenvalue one, and it is thus diagonal in the Fock basis.

Another consequence of this symmetry is that the contribution to the dynamics of
an observable from eigenmodes that belong to a different symmetry eigensector vanish
identically. This means that, since the operators satisfy Eq. (2.68), only eigenmatrices
of the sector k = m − l contribute to the dynamics of this operator. This can also be
deduced using the general form (2.69) from which it is clear that a necessary condition for
Tr[(â†)lâmρ̂j] ≠ 0 is that k =m − l. Formally, we can write

⟨(â†)lâm(t)⟩ = ∑
j∈uk

Tr[σ̂†
j ρ̂(0)]Tr[(â†)lâmρ̂j]eλjt, (2.70)
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where j ∈ uk means that the sum is restricted to the eigenmodes of the symmetry sector
k = m − l. This tells us that the dynamics of operators of different symmetry sectors
can not be coupled. Moreover, we see that only the operators belonging to the symmetry
sector k = 0 can display a non-zero stationary value: this is in agreement with our previous
results in which we have found the ⟨â⟩ss = 0 while ⟨n̂⟩ss = n̄. Therefore, this elementary
example already illustrates how the presence of a symmetry in the Liouvillian constrains
the dynamics of the system, and how with symmetry considerations one can deduce some
of the characteristic features of the dynamics of the system [168, 268].

As introduced in Sect. 1.2, the symmetries of a model can be spontaneously broken in
the thermodynamic and infinite-excitation limits when, for instance, a dissipative phase
transition occurs. Then, despite the quantum model described by a L displays a symmetry,
one can find that in these limits stable solutions do not respect it. This will be illustrated in
chapter 7, in which we will analyze spontaneous symmetry breaking phenomena occurring
in the quantum van der Pol oscillator.



PART II

Collective phenomena in coupled
dissipative systems
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CHAPTER 3

Synchronization and noiseless
clusters in complex quantum

networks

The contents of this chapter have been adapted from the works entitled Unveiling noiseless

clusters in complex quantum networks [2] and Transient synchronization in open quantum

systems [5]. The main results presented here are concerned with the presence of noiseless

modes and synchronization in complex networks of harmonic oscillators dissipating into a

common environment. The main goal is to assess the effects of complex topologies on the

abundance and characteristics of these collective modes, either effectively decoupled from the

environment (i.e. noiseless), or that synchronize the system (slow relaxing modes). First we

introduce the basic case of two harmonic oscillators dissipating either into a common or into

separate environments [5]. This pedagogical example will enable us to introduce some of the

basic physics of transient synchronization and noiseless modes before addressing the complex

extended networks of Ref. [2].

3.1 Introduction

Noiseless modes and synchronization in complex scenarios. The emergence of
synchronization and the presence of noiseless modes are two examples of intriguing phe-
nomena enabled by collective dissipation. Noiseless modes and DFSs are collective degrees
of freedom that are effectively uncoupled from the environment and have been reported
for few-body and highly symmetric systems coupled to a common environment, as systems
of few harmonic oscillators [101, 110, 111, 271], or few qubits [105, 108, 109, 234]. Indeed,
it was commonly believed that such a symmetric scenario, e.g. similar frequencies and
fine-tuned couplings or geometries [101], was necessary for the presence of such modes
or subspaces effectively decoupled from the environment. In this sense, a fundamental
question was whether these noiseless modes and DFSs could be present in more complex
scenarios, as systems with disordered topologies or with random parameter values. For
synchronization induced by collective dissipation more complex arrays were reported in
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Ref. [98]. Still, the resilience of this phenomenon to such topological complexity and
parameter disorder was not addressed. These questions are at the heart of the analysis
presented in the following sections and a main motivation for the work reported in Ref.
[2].

Complex quantum networks. Complex networks provide a rich playground in which
to explore the effects of a non-trivial topological structure on dynamical phenomena, mov-
ing beyond the scenarios of regular lattices or all-to-all interactions [272]. In the past
decades, they have been intensively studied in very diverse scientific disciplines rang-
ing from ecology, economics and socio-technical systems, to physics [272, 273]. For-
mally, complex quantum networks are distinguished from their classical counterpart by
the physical nature of the nodes and links composing them [274]. In particular, one
can distinguish between two broad classes of complex quantum networks, depending
on the type of connections between the units or nodes of the quantum system: in the
first category, we can find quantum networks whose connections are represented by en-
tangled states [275, 276, 277, 278, 279]; while in the second category, we find quan-
tum networks in which the links correspond to interactions between the different units
[280, 281, 282, 283, 284, 285, 286, 287, 288, 289]. The interest in the first type of quan-
tum networks has been triggered in part by possible applications in quantum technolo-
gies, such as secure quantum communication [280, 283, 290, 291, 292]. On the other
hand, the study of networks of the second type is of relevance for understanding quantum
transport and dynamical phenomena in both biological and artificial complex systems
[282, 293, 294, 295, 296, 297, 298, 299, 300, 301], in which fundamental questions as
whether coherence play a role in excitation transfer through networks [296, 298], or what
happens to emergent phenomena known in classical complex networks when moving into
the quantum regime [45, 65, 98, 115], have begun to be addressed. In this sense, in this
chapter we will analyze the effects of such complex topological structures on the presence
of noiseless modes and the emergence of synchronization.

Complex networks of harmonic oscillators in a common environment. In the
following, we will introduce complex networks of harmonic oscillators embedded into a
common environment and assess the resilience of synchronization and noiseless modes
in more complex and less symmetric scenarios. These quantum networks belong to the
second broad category as the links correspond to interactions between the oscillators.
Specifically, we will consider the topology of the paradigmatic example of a random Erdős-
Rényi quantum network [277, 281] and also of small-world networks [273], and we will
also extend our analysis by looking at the resilience for inhomogeneities in parameters,
as it happens in experimental situations [289, 302]. As we will show, random quantum
networks are able to support noiseless clusters where quantum coherences can survive
indefinitely. This allows one to either store or transport quantum states, excitations or,
e.g., entanglement in a virtually error-free way even in presence of environmental noise
[106, 285, 303, 304, 305]. We will analyze in detail the abundance, the extension and the
composition of these noiseless sub-structures, in connection to the specific characteristics
of the complex network topological regimes.

In the case of synchronization, we will see how collective dissipation enables both
the emergence of transient synchronization and stationary synchronization, due to the
presence of a normal mode with a lifetime much longer than the rest of collective modes
[65, 98, 101]. In this case, before analyzing the complex network scenario, we will review
the basic example of two harmonic oscillators dissipating independently or collectively,
and we will show that only in the latter case synchronization is possible [65]. This will
provide us with physical intuition and with the necessary tools to tackle the more complex
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scenario of large arrays of harmonic oscillators dissipating collectively.

3.2 Minimal model: two coupled harmonic oscillators

In this section, we consider the dynamics of two coupled harmonic oscillators either dis-
sipating into separate environments or into a common environment, which represents the
minimal model to observe mutual synchronization. This is not only because we consider
two oscillators, but more surprisingly, because these are both linear, contrasting with the
known scenarios for classical synchronization in which only nonlinear dynamical systems
are considered [42, 43]. First, we analyze the crucial differences between the master equa-
tions describing each scenario. Later, we show that only in the common environment case
the emergence of synchronization in the dynamics of first and second moments is possi-
ble, as well as the presence of non-decaying noiseless normal modes. Moreover, we make
use (for the first time in this thesis) of some important tools to assess the emergence of
synchronization: as (i) the Pearson factor (see appendix B) and (ii) the ratio between
decay rates of the collective modes. Hence, this section will pave the way to the more
complex scenario of networks of oscillators of the following section, and it will also provide
important insights for the subsequent chapters.

3.2.1 Harmonic oscillators coupled to common or separate environ-
ments

Spontaneous synchronization for two coupled harmonic oscillators in the presence of com-
mon environment was first shown in Ref. [65]. The Hamiltonian describing two coupled
harmonic oscillators with equal mass (m = 1) and different frequency is given by (h̵ = 1):

ĤS =
p̂2

1

2
+ p̂

2
2

2
+ ω

2
1

2
x̂2

1 +
ω2

2

2
x̂2

2 + λx̂1x̂2, (3.1)

where x̂j and p̂j are the position and momentum operators1 of the harmonic oscillator
j satisfying [x̂j , p̂k] = iδjk. The coupling term λx̂1x̂2 is not written in the rotating wave
approximation, as coupling strengths of the order of the frequencies are considered, i.e.
λ ∼ ω2

j [65, 98, 101]. This Hamiltonian can be diagonalized in the normal mode basis as
defined by the following canonical transformation [65]:

X̂+ = sin θx̂1 + cos θx̂2, P̂+ = sin θp̂1 + cos θp̂2,

X̂− = cos θx̂1 − sin θx̂2, P̂− = cos θp̂1 − sin θp̂2,
(3.2)

with the angle given by

tan(2θ) = 2λ/(ω2
2 − ω2

1). (3.3)

Then, the Hamiltonian for the normal modes reads:

ĤS =
1

2
(P̂ 2

+ + P̂ 2
− +Ω2

+X̂
2
+ +Ω2

−X̂
2
−), (3.4)

with [65]

2Ω2
± = ω2

1 + ω2
2 ±

√
4λ2 + (ω2

2 − ω2
1)2. (3.5)

1These can be defined in terms of the creation and annihilation operators as x̂j =
√

1/(2ωj)(â†
j + âj)

and p̂j = i
√
ωj/2(â†

j − âj), where [âj , â†
k] = δjk.
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Common versus separate baths. We now consider these two harmonic oscillators
coupled either to a common environment or to identical separate environments, and we
analyze the differences in the resulting master equations describing the dissipative time-
evolution of the system. As it is usual [58, 231], we can model the environments as an
infinite collection of harmonic oscillators as given by the following Hamiltonian (see also
Sect. 2.2.2):

ĤE = 1

2

∞
∑
k=1

( K̂
2
k

Mk
+ ν2

kQ̂
2
k), (3.6)

where Mk and νk are the mass and frequency of the environment mode k, with position and
momentum operators Q̂k and Kk, respectively. These environmental modes are assumed
to be in a thermal state such that they constitute a thermal bath (see chapter 2 or [58]).
In the common bath (CB) situation, the system is coupled to a unique bath (3.6), and the
system-bath interaction is modeled by [65, 98, 101]:

CB: ĤSE = (x̂1 + x̂2)B̂ , with B̂ =
∞
∑
k=1

ckQ̂k, (3.7)

such that the system oscillators couple symmetrically to the bath ones. On the other hand,
in the separate baths (SB) situation, each harmonic oscillator is coupled to an independent
environment and each of the environments can be modeled by a Hamiltonian of the type
of (3.6). The system-bath interaction term reads:

SB: ĤSE =
2

∑
j=1

x̂jB̂j , with B̂j =
∞
∑
k=1

ck,jQ̂k,j . (3.8)

Here, Q̂k,j and K̂k,j correspond to the position and momentum operators of mode k of the
bath j, each with a Hamiltonian like (3.6). Under the standard Born-Markov and secular
approximations, a Lindblad master equation describing the dissipative dynamics of the
system can be derived [65, 98, 101] (see also Sect. 2.2). Importantly, since the considered
interaction strengths are of the order of the frequencies of the harmonic oscillators λ ∼
ω2
j , in the master equation derivation is prominent the role of the normal modes that

diagonalize the system Hamiltonian (what is known as a global master equation) [65, 98,
101, 225].

In order to understand the differences arising between the common environment and
the separate environment cases, it is useful to rewrite the system-environment interaction
Hamiltonian in terms of these normal modes. Then, for the CB scenario, the system-
environment interaction term in the normal mode basis reads:

CB: ĤSE = κ+X̂+B̂ + κ−X̂−B̂, (3.9)

where κ± = cos θ ± sin θ. Importantly, as generally κ+ ≠ κ−, the interaction between one
of the normal modes and the environment is enhanced while the one for the other is
suppressed. As we will see, this have important dynamical consequences. On the other
hand, for the SB situation we have:

SB: ĤSE = X̂+(sin θB̂1 + cos θB̂2) + X̂−(cos θB̂1 − sin θB̂2). (3.10)

In this case, each normal mode couples to a different linear combination of the two baths.
Nevertheless, we anticipate that these two different linear combinations do not lead to
observable effects. This is because the two baths are assumed identical and uncorrelated,
and hence, the decay rates of the resulting master equation turn out to depend only on the
sum of the squared coefficients, i.e. cos2 θ + sin2 θ = 1, which is the same for both terms.
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Lindblad master equation. The resulting master equation for both CB and SB can
be written in a general fashion as [98, 101]:

d

dt
ρ̂ = − i[ĤS , ρ̂] +∑

j=±

[Dj

2
D[X̂j]ρ̂ +

Dj

2Ω2
j

D[P̂j]ρ̂

− iΓj
2

(X̂j ρ̂P̂j −
1

2
{P̂jX̂j , ρ̂}) + i

Γj

2
(P̂j ρ̂X̂j −

1

2
{X̂jP̂j , ρ̂})],

(3.11)

where the difference between the two cases resides in the definition of the rates. For the
CB case we have [98, 101]:

CB: Γ± = γκ2
±, D± = γκ2

±Ω± coth(Ω±
2T

). (3.12)

where T accounts for the bath temperature (we set both h̵ = 1 and kB = 1). Note that
the dissipation rates, Γ±, and the diffusion coefficients, D±, depend on κ2

± and thus can be
generally unbalanced. In stark contrast, for SB we have:

SB: Γ± = γ, D± = γΩ± coth(Ω±
2T

), (3.13)

which are independent of the angle θ, as anticipated. While the dissipation rates are
identical Γ+ = Γ−, the diffusion coefficients, D±, depend on the normal mode frequency.
In both cases we have introduced the parameter γ that controls the overall dissipation
strength. As we have seen in chapter 2, an expression for γ in terms of the spectral
density can be obtained [58, 65].

Equation (3.11) takes the form of a non-diagonal Lindblad master equation (2.1), where
the jump operators are F̂1 =

√
Ω+X̂+, F̂2 = P̂+/

√
Ω+, F̂3 =

√
Ω−X̂−, F̂4 = P̂−/

√
Ω+. Then,

the matrix of coefficients Γ̃ defined in chapter 2 takes a block diagonal form, where each
of the blocks corresponds to one of the normal modes2:

Γ̃ =⊕
j=±

Γ̃j , Γ̃j =
1

2
(Dj/Ωj −iΓj
iΓj Dj/Ωj

) . (3.14)

To ensure this equation is actually of the Lindblad form this matrix needs to be positive
semi-definite, which can be assessed by studying its determinant. This translates in the
condition (D±/Ω±)2 − Γ2 ≥ 0, which introducing the explicit expressions for these rates
reads: coth2(Ω±/(2T )) − 1 ≥ 0. This condition is always satisfied confirming that Eq.
(3.11) is a Lindblad master equation3.

Finally, it is interesting to write down this master equation in the basis of the oscil-
lators, i.e. using x̂1,2 and p̂1,2 (see appendix C). Then, we observe that in the CB case
there are both cross-damping and cross-diffusion terms, i.e. terms in the master equation
that involve the two oscillators, as Γ+ ≠ Γ−, and D+ ≠ D−. On the other hand, for the
SB case the cross-damping terms vanish identically, as Γ+ = Γ−. The cross-diffusion terms
are generally non-zero but, when considering the equations for the expectation values for
the first and second moments, they do not lead to couplings between the two oscillators
(see appendix C). Thus, the oscillators only experiment collective dissipation in the CB
scenario which, as we discuss below, enables the emergence of synchronization.

2Notice that we have reabsorbed some constants in the definition of the jump operators in order for the
rates to have units of one over time.

3In fact, the master equation (3.11) for each normal mode is formally equivalent to Eq. (2.31). How-
ever, since the rotating wave approximation is not performed in the Hamiltonian term λx̂1x̂2, it is more
convenient to write (3.11) in terms of the position and momentum operators.
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Figure 3.1: In red ⟨x̂1(t)⟩, in blue ⟨x̂2(t)⟩ for SB (left panel) and CB (right panel), with ω2/ω1 = 1.2,
λ/ω2

1 = 0.3, and γ/ω1 = 0.05. Initial conditions: ⟨x̂1(0)⟩ = −⟨x̂2(0)⟩ = 1 and zero momenta. In the insets we
plot the synchronization measure: C
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(ω1t∣ω1∆t = 15).

3.2.2 Equations of motion for the first and second moments

The linearity of the dynamics, coming from the fact that the Hamiltonian is quadratic,
implies that if the initial state is Gaussian, it will remain so at all times [266, 267]. Then,
in this case, the dynamics can be fully described through the first and second moments
of the system, whose dynamical equations can be derived from the above master equation
as we have explained in chapter 2. In particular, the equations of motion for the first
moments in the normal mode basis read:

d

dt
⟨X̂±⟩ = ⟨P̂±⟩ −

Γ±
2

⟨X̂±⟩, (3.15)

d

dt
⟨P̂±⟩ = −Ω2

±⟨X̂±⟩ −
Γ±
2

⟨P̂±⟩, (3.16)

while the ones in the oscillators basis can be recovered by means of the canonical trans-
formation defined in Eq. (3.2) (see also appendix C). From this equation it becomes clear
that Γ± correspond to the damping rates of the normal modes. For the second moments
we have the following system of equations:

d

dt
⟨X̂jX̂k⟩ =

1

2
⟨{P̂j , X̂k} + {P̂j , X̂k}⟩

− (Γj + Γk)
2

⟨X̂jX̂k⟩ +
Dj

2Ω2
j

δjk,
(3.17)

d

dt
⟨P̂jP̂k⟩ = −

Ω2
j

2
⟨{P̂k, X̂j}⟩ −

Ω2
k

2
⟨{P̂j , X̂k}⟩

− (Γj + Γk)
2

⟨P̂jP̂k⟩ +
Dj

2
δjk,

(3.18)

d

dt
⟨{X̂j , P̂k}⟩ = ⟨P̂jP̂k⟩ − 2Ω2

k⟨X̂jX̂k⟩ −
(Γj + Γk)

2
⟨{X̂j , P̂k}⟩. (3.19)

This system of equations can be written in matrix form as

d

dt
R⃗ = MR⃗ + N⃗ , (3.20)

where R⃗ is the vector that contains the second moments of the system, M is the matrix that
yields the homogeneous part of the system of equations, while N⃗ is the vector that contain
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Figure 3.2: In color: ratio Γ−/Γ+ = (κ−/κ+)2 for the common environment case varying ω2/ω1 and λ/ω2
1 .

the source terms, i.e. those proportional to the diffusion coefficients D±. Notice that for
the present case of two oscillators there are ten independent second moments. From the
first and second moments equations we can see that (if both decay rates are non-zero) the
stationary state of the first moments is zero, while the one for the second moments depends
on the bath temperature through the diffusion terms in N⃗ . This generalizes what we have
already found for the elementary case of an harmonic oscillator coupled to a thermal bath,
as described in chapter 2.

3.2.3 Transient synchronization

Here we analyze the emergence of transient synchronization in the dynamics of the first
and second moments of the system of harmonic oscillators with common or separate envi-
ronments. As introduced in chapter 1, transient synchronization emerges when there is a
collective mode that dissipates much slower than the rest, as then, after an initial transient
in which the rest of collective modes decay out, only this long-lived mode survives and the
oscillators reach the stationary state in a synchronized fashion, oscillating at this normal
mode frequency with a locked mutual phase-relation [44, 65, 5].

Synchronization in the first moments. The dynamics of the first moments of this
system of two harmonic oscillators provides a first elementary illustration of this idea. In
particular, the dynamics of ⟨x̂1,2(t)⟩ corresponds to a linear superposition of the dynamics
of two independent dissipative modes ⟨X̂±(t)⟩, which follow Eq. (3.15) and (3.16). In
order for transient synchronization to be possible, the decay rates Γ± need to be sufficiently
different. Therefore, we see that synchronization of the first moments is not possible in the
separate environment situation, as the decay rates of the two normal modes are identically
the same Γ+ = Γ−, leading to the dynamics of x̂1 and x̂2 to oscillate asynchronously
displaying multiple frequencies. On the other hand, for the common environment situation,
we have that generally Γ+ ≠ Γ− and transient synchronization is possible if Γ+ ≫ Γ− or
Γ+ ≪ Γ−, as then one of the modes is long-lived with respect to the other [65, 98, 101].
In Fig. 3.1 we illustrate this first result, by plotting the time evolution of the expectation
value of the position of the two oscillators. For the SB case (left panel), we see that the
oscillators display an asynchronous relaxation dynamics, in spite of their coherent mutual
coupling. In stark contrast, for the CB case, the oscillators quickly synchronize after a
short initial transient, and they approach the stationary state oscillating synchronously
with a locked-phase difference close to π.
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Figure 3.3: In red ⟨x̂2
1(t)⟩, in blue ⟨x̂2

2(t)⟩ for SB (left panel) and CB (right panel), with ω2/ω1 = 1.2,
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Pearson factor. The emergence or the absence of synchronization can be assessed using
the Pearson factor [44, 65, 5]; this is a temporal correlation function introduced in appendix
B, which takes as input the trajectories of two observables over a time window, and
it computes their correlation. The Pearson factor can be calculated on a sliding time
window such that it shows how synchronization eventually emerges in the dynamics. This
quantity is defined as:

CA1(t),A2(t)(t∣∆t) =
∫ t+∆t
t ds[A1(s) − Ā1][A2(s) − Ā2]√
∏2
j=1 ∫

t+∆t
t ds[Aj(s) − Āj]2

, (3.21)

where Āj = 1
∆t ∫

t+∆t
t dsAj(s) and A1,2(t) = ⟨Ô1,2⟩ are the input observables at time t, with

a time window ∆t over which the temporal correlation measure is computed. This measure
takes values between −1 and 1, the two extreme values corresponding to synchronization
with a π locked-phase difference, and with a zero locked-phase difference, respectively. In
the insets of Fig. 3.1, the Pearson factor is shown: in the absence of synchronization, it
typically displays intermediate values and an oscillatory temporal evolution; in contrast,
when synchronization emerges, it reaches a stationary value close to ±1. Notice that the
Pearson factor can be generalized to account for arbitrary locked-phase differences (see
appendix B).

Ratio of the collective decay rates. Based on the previous discussion, we can assess
the emergence of synchronization analyzing the disparity between the decay rates of the
collective modes. In Fig. 3.2 we address the emergence of synchronization in the first
moments for the common bath case, by plotting the ratio Γ−/Γ+ varying the coupling
strength and the detuning between the two oscillators. We can see that this ratio dis-
plays the typical Arnold-tongue behavior: the more detuned are the oscillators, the more
coupling strength is needed for Γ−/Γ+ to be small, enabling the emergence of transient
synchronization [65, 98, 101]. Hence, synchronization emerges when the coupling strength
is large enough to compensate for the detuning between the oscillators [65]. Intuitively,
this can be understood from the theoretical expressions for θ and Ω± that we have reported
in Eqs. (3.3) and (3.5). Notice that the larger is the detuning compared to the coupling
strength, the closer is θ to zero, and thus the normal modes are essentially localized onto
just one oscillator. Similarly, in this limit, the eigenfrequencies tend to the intrinsic ones,
and the collective damping rates are almost balanced. Hence, for detunings that are too
large compared to the coupling strength, the oscillators essentially do not talk to each
other, precluding synchronization.
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Figure 3.4: In color ∣C
⟨x̂2

1
⟩,⟨x̂2

2
⟩
∣ at ω1t = 75 and for a time window ω1∆t = 20. Here we vary the coupling

strength λ/ω2
1 and frequency ω2/ω1. The initial condition is a separable vacuum state with r1 = 2 and

r2 = 1. We fix T /ω1 = 10 and γ/ω1 = 0.05.

Synchronization in the second moments. We now consider the dynamics of the
second moments. Here the possible emergence of transient synchronization is, in principle,
not so straightforward to analyze, as we deal with a more complicated system of coupled
differential equations (3.20). For this reason, we perform a more careful numerical analysis
making use of the Pearson factor. As initial conditions we consider vacuum squeezed states:

⟨x̂2
j(0)⟩ =

e−2rj

2ωj
, ⟨p̂2

j(0)⟩ =
ωje

2rj

2
, j = 1,2, (3.22)

the rest of first and second moments being initially zero. However, we anticipate that
synchronization, when present, is largely independent of the initial conditions. As observed
in Ref. [65], if the baths are separate and identical, synchronization never emerges. In
Fig. 3.3, we compare CB and SB and show how synchronization emerges in one case and
not in the other. Notice how the Pearson factor progressively reaches a value closer to
one in the CB case, while in the SB case it oscillates around small values indicating the
lack of synchronization. Besides ⟨x̂2

1(t)⟩, ⟨x̂2
2(t)⟩, synchronization is observed in the other

second moments too, as it is based on the disparity of the decay rates of the collective
modes, which are also behind the dynamics of these other moments. In Fig. 3.4 the
Pearson indicator is drawn for different detunings and coupling strength. We observe how
synchronization never emerges in the SB case, despite increasing the coupling strength for
a given detuning. On the contrary, in the CB case we observe the typical Arnold tongue
behavior: as coupling strength increases, synchronization emerges for larger detunings.

A detailed analysis of the eigenvalues of M can be performed in order to have a com-
plete picture of the different eigenmodes of this matrix that characterize the dynamics of
the second moments [65]. This provides the same synchronization scenario that can be
predicted characterizing the ratio Γ−/Γ+ [98], as we have done for the case of the first
moments. In fact, comparing Fig. 3.2 with Fig. 3.4 we can see that there is a good
correspondence between the synchronized regions with those in which Γ−/Γ+ takes small
values. The damping rate imbalance provides a simple but powerful criterion which can
be used to assess the emergence of synchronization in more complex scenarios, in which a
complete analysis of the dynamical system (3.20) might not be so feasible. This is the case
of the next sections, in which this ratio is used to analyze the presence of synchronization
in complex networks of harmonic oscillators dissipating in a common environment.
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3.2.4 Noiseless mode and stationary synchronization

Beyond transient spontaneous synchronization, when considering two or more oscillators,
in the CB case it can happen that one or more normal modes are effectively uncoupled
from the bath, as it happens here for ω1 = ω2 in which κ− = 0. These states are effectively
shielded from the environment and evolve freely. Then, depending on the initial condi-
tions, the system does not fully thermalize and the asymptotic state itself can exhibit a
synchronous dynamics and asymptotic correlations. This stationary synchronization due
to the presence of decoherence free subspaces was shown in detail in small systems of
coupled harmonic oscillators in [101]. In the present CB case, when ω1 = ω2 and κ− = 0
we have that the evolution of X̂− is only ruled by the Hamiltonian. Then, for any initial
condition overlapping with X̂−, the dynamics of the system will be initially a mixture of
modes, but eventually, only this non-decaying mode will survive, resulting in asymptotic
synchronous oscillations. We stress that this asymptotic synchronization does not corre-
spond to a limit-cycle due to the linear character of the oscillators, and it rather stems
from the effective decoupling of a collective mode from the environment. In Fig. 3.5,
we show the time-evolution of different second order moments in which the non-decaying
synchronous oscillations can be appreciated. Moreover, in the inset the Pearson factor is
shown from the beginning, which illustrates the spontaneous emergence of the synchronous
oscillations. Interestingly, this form of synchronization is accompanied by non-decaying
quantum correlations, as analyzed in [101].

3.3 Complex networks of harmonic oscillators in a common
bath

We have seen that a common bath can induce synchronization and noiseless modes in a
system of two coupled harmonic oscillators, showing that the symmetric system (i.e. with
the same intrinsic frequencies) is the most favorable. What happens when extending the
network to larger and more complex configurations? In the following, we will consider
both Erdős-Rényi random complex networks and small-world networks. Before to present
the results, we introduce the generalization of the CB model to many oscillators.
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3.3.1 From two to many oscillators in a common bath

We now consider the generalization of the previous system to the case of many quantum
harmonic oscillators coupled to a common bath. The network of harmonic oscillators can
be described by the following Hamiltonian:

ĤS =
1

2

N

∑
i=1

(p̂2
i + ω2

i x̂
2
i ) +

N

∑
i=1

N

∑
j=1

λij(1 − δij)x̂ix̂j , (3.23)

where x̂i and p̂i are position and momentum operators of the quantum harmonic oscillators
with intrinsic frequencies ωi, and λij is the coupling strength between oscillator i and j.
As before, the common bath is modeled by an infinite collection of harmonic oscillators
described by the Hamiltonian (3.6), which are assumed to be in thermal equilibrium.
Then, the system-environment interaction is described by:

ĤSE =
N

∑
n=1

x̂nB̂, with B̂ =
∞
∑
k=1

ckQ̂k, (3.24)

from which we can appreciate that the system interacts with the environment through the
center of mass (c.m.) coordinate, x̂cm = ∑Nn=1 x̂n. As before, it is insightful to write the
system bath Hamiltonian in terms of the normal modes of the system defined as:

x̂n =
N

∑
m=1

FnmX̂m, X̂n =
N

∑
m=1

Fmnx̂m, ∀n (3.25)

or in matrix notation:
x⃗ = FX⃗, X⃗ = FT x⃗, (3.26)

where X⃗ = (X̂1, ..., X̂N)T , x⃗ = (x̂1, ..., x̂N)T , and F is the N × N matrix with elements
Fnm that defines the canonical transformation between the oscillator basis, encoded in x⃗
and the normal mode basis, encoded in X⃗. F is a rotation matrix, and thus its inverse
corresponds to its transpose, i.e. F−1 = FT . However, for complex topologies we will
generally resort to numerical diagonalization of the system, as analytical expressions for
the eigenvalues of F are not available. Then, the Hamiltonian (3.23) is diagonalized as:

ĤS = p⃗T
1
2
p⃗ + x⃗TMx⃗ = P⃗ T 1

2
P⃗ + X⃗TVX⃗

= 1

2

N

∑
n=1

(P̂ 2
n +Ω2

nX̂
2
n),

(3.27)

where 1 is the identity matrix, M is the matrix containing the frequencies and couplings as
prescribed in (3.23), and V = FTMF is the diagonal matrix containing the system squared
eigenfrequencies, i.e. Ω2

n/2. In the normal mode basis the system bath Hamiltonian reads
as:

ĤSE =
N

∑
n=1

κnX̂nB̂, κn =
N

∑
m=1

Fmn. (3.28)

Hence, each normal mode is coupled to the bath with its own rate (proportional to κn)
that depends on the matrix diagonalizing the system (and thus on the topology and
parameters of the system), generalizing the case of two oscillators coupled to a common
bath. Importantly, if κn = 0 the mode n is uncoupled from the bath, which can be stated
equivalently as the normal mode n being perpendicular to the center of mass. Recall that
X̂n = ∑Nm=1 Fmnx̂m, and hence if the coefficients Fmn are represented as a vector, the scalar
product of this vector with that representing x̂cm is proportional to κn [98, 101].
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Figure 3.6: a) Realizations of Erdős-Rényi (ER) random networks with 15 nodes, and for different proba-
bilities of connection p. For p = 0.05, and p = 0.10 the networks are composed of many components, while
for p = 0.30 and p = 0.80 there is only one component spanning all the nodes. b) Motifs with less than five
connections. For small probabilities of connection the motifs with few connections dominate.

In the normal mode basis, the full Hamiltonian describing the system, the bath, and
their interaction is given by adding the terms (3.6), (3.27), and (3.28). From this total
Hamiltonian, we can appreciate that when κn = 0 the mode n, i.e. X̂n and P̂n, commute
with the system-bath interaction term (3.28). Therefore, the reduced dynamics of this
mode is not influenced by dissipation; indeed it is unitary and evolves with the Hamiltonian
term 1

2(P̂
2
n +Ω2

nX̂
2
n). Hence, the noiseless condition stems out of a symmetry of the total

Hamiltonian, and it is independent of the subsequent approach used to approximate the
dynamics of those normal modes which are coupled to the thermal bath.

From these Hamiltonians, and under the standard Born-Markov and secular approx-
imations, we can obtain the master equation describing the dissipative dynamics of the
system [98]. This consists of the generalization of Eq. (3.11) to the N normal modes case,
i.e.:

d

dt
ρ̂ = − i[ĤS , ρ̂] +

N

∑
j=1

[Dj

2
D[X̂j]ρ̂ +

Dj

2Ω2
j

D[P̂j]ρ̂

− iΓj
2

(X̂j ρ̂P̂j −
1

2
{P̂jX̂j , ρ̂}) + i

Γj

2
(P̂j ρ̂X̂j −

1

2
{X̂jP̂j , ρ̂})],

(3.29)

with

Γn = κ2
nγ, Dn = κ2

nγΩn coth(Ωn/2T ). (3.30)

Notice that here we have also introduced the phenomenological parameter γ that char-
acterizes the overall dissipation strength, while the expressions for the decay rates and
diffusion coefficients are the direct generalization of the two oscillator case. From this
master equation, we could derive the equations of motion for the first and second mo-
ments of the whole system, as done in Ref. [98], and similarly to what we have done for
two oscillators. Nevertheless, it will be sufficient to assess the form of the full Hamiltonian,
and in particular of ĤS and ĤSE , for the analysis of the following sections.

3.3.2 Erdős-Rényi quantum networks

In this chapter, we mainly focus on the analysis of Erdős-Rényi (ER) random networks
[272, 306, 307] of quantum harmonic oscillators. Further results for small-world networks
[273] are presented in appendix D. Erdős-Rényi (ER) random graphs [figure 3.6 (a)] are
generated with a stochastic mechanism. Despite being based on minimal assumptions,
they exhibit a rich phenomenology regarding their structure and connectivity [306, 307].
Fixing N and 0 < p < 1 as parameter values, the ER statistical ensemble G(N,p) contains
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networks with exactly N nodes, assigning probability

P (M) = pM(1 − p)
N(N−1)

2
−M (3.31)

to a network with M connections. In practice, one draws a network from the ensemble
by independently considering each of the N(N − 1)/2 unordered node pairs {i, j} and
establishing the connection between i and j with probability p. For not too small N , this
random and uncorrelated creation of connections typically produces a network without
obvious symmetries. The small-world model by Watts and Strogatz [273] instead was
proposed to capture some properties of real networks and it is an interpolation between
the two extremes of random networks and regular lattices (see appendix D).

For the present context, connectedness is a crucial network property. A network is
connected if it consists of a single component: for all nodes i and j there is a path or
walk from i to j. In ER random graphs, the probability of connectedness Pconn(N,p),
i.e. the probability to obtain a connected network from the ensemble of random networks
for a given value of N and p, increases with p, see Fig. 3.6(a). In fact, the increase of
Pconn is steepest around the critical value pc = N−1 lnN . For large N , the p-dependence
of Pconn is close to a step function with value close to zero for p < pc and close to 1 for
p > pc, while this transition is smoothened for finite networks. Here, random networks are
introduced to reveal how the complexity of the connectivity influences the decoherence
and the emergence of synchronization across medium size networks of N nodes.

In our system, the nodes of the network correspond to the different harmonic oscilla-
tors of Hamiltonian (3.23), while the topology of the network is encoded in the coupling
coefficients: λij . The network is undirected which means that λij = λji. Inhomogeneity of
frequencies and couplings will be also considered:

ωi = ω0 + 2km +∆ωi, λij = λji = −λ +∆λij , (3.32)

where ∆ωi (∆λij) are zero mean Gaussian numbers with standard deviation σω (σλ), and
ω0 and λ are the mean values. Notice that we have introduced the frequency shift 2km
to ensure that the eigenfrequencies of Hamiltonian (3.23) are always positive. A sufficient
condition adopted here is to set km equal to the largest degree of a given network times λ,
where the degree of a node corresponds to the number of nodes to which it is connected
[272]. Furthermore, we consider these networks to be embedded in a common bath, as
described in the previous subsection, such that the system-environment Hamiltonian (3.28)
and the master equation (3.29) can be used to identify the presence of noiseless modes and
synchronization. As commented, noiseless modes correspond to those eigenmodes that are
perpendicular to the c.m. mode mode (x̂cm), i.e. those with

Noiseless condition: κn = 0, (3.33)

while synchronization will be analyzed by considering the ratio of the smallest decay rates.

3.4 Noiseless clusters in complex networks with a common
bath

In the following we study how collective dissipation and the topology of the open network
can concur in shielding part of the network form dissipation and decoherence. This will
enable decoherence-free subspaces and noiseless subsystems or noiseless modes (NSs) (see
for example [103] and the references therein). Well known examples are the simplest
cases of two or few qubits [105, 108, 109, 234] and oscillators [101, 110, 111, 271], as
described in Sect. 3.2, while here we well consider complex networks of many oscillators.
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Figure 3.7: Probability to find at least one NS (a) and fraction of noiseless normal modes out of the
total (b) as a function of the probability of connections in ER network p and its size N . Increasing
values appear in lighter color. Green dashed line corresponds to the transition probability above which the
probability of connectedness overcomes 50%. White dashed lines are contour plots of the variance of the
degree distribution. Parameters are fixed to: ω0 = 2, λ = 1. Each point is evaluated over 105 realizations.

Being all network nodes (oscillators) identically coupled to the common bath. Therefore,
the normal modes perpendicular to x̂cm, i.e. with (3.33), define the noiseless clusters.
Hence, the results presented in the following subsections are concerned with the analysis
of the existence and abundance of such normal modes varying the network topology and
parameters. We first present the results for uniform parameters (so that λij is either zero
or λ), in which the effects of the underlying topology can be discerned most easily, and
later on we move to the case with detunings and non-uniform coupling strengths. We first
present the obtained results, while Sect. 3.4.4 is devoted to the discussion about their
physical interpretation.

3.4.1 Networks with uniform frequency and coupling strength

We start our analysis by addressing the case of a network with homogeneous parameters
(i.e. σλ = σω = 0) and focusing on the network topology. A convenient property of
this model is that the particular values of ω0 and λ do not influence the shape of the
eigenvectors. This follows from the fact that the constant diagonal elements do not affect
the diagonalization of the Hamiltonian, and the remaining λ can be factorized out of
the adjacency matrix (the matrix of connections defining the network [272]). Hence, our
analysis is independent of the coupling strength and these system parameters only play
a role in determining the eigenfrequencies. Our results are therefore determined solely
by the topology of the underlying Erdős-Rényi network which depends only on p and
N . Furthermore, the same analysis holds for a tight-binding Hamiltonian with uniform
parameters and ER network topology, as the adjacency matrix in this case is defined in a
equivalent way (see appendix D).

Important limit cases are those in which the Hamiltonian matrix is in a shifted Lapla-
cian form, i.e. the sum of all the elements of any column or row takes the same constant
value. In fact, this leads to the c.m. being always an eigenvector of the Hamiltonian
(3.23). Then for shifted Laplacian Hamiltonians there are always N − 1 normal modes
perpendicular to the c.m. and thus uncoupled from the bath. Each of these eigenvectors
constitutes an NS. It can be easily shown that this is the case for highly symmetric systems
described by Hamiltonian (3.23) and (3.32) with uniform parameters (i.e. ωi = ω0 + 2km
and λij = λ, ∀i, j) in either fully connected networks or regular lattices4. In general, how-
ever, the problem of the existence of NSs beyond these highly symmetric configurations
is not trivial. This motivates the study of abundance and structure of NSs in random

4In this case, some of the couplings are zero λij = 0, but the system displays translational invariance.
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Figure 3.8: In color: probability that a NS of a given size (vertical axis) is located in a component of
a particular size (horizontal axis), with N = 15, and p = 0.05 (a) or p = 0.80 (b). Both in (a) and in (b)
we have not taken into account degenerate subspaces. Both insets show the distribution of sizes of NSs,
obtained by summing all the contributions from different component sizes to the same NS size.

networks for 0 < p < 1.

In Figure 3.7 (a) we encode in the color scale the probability to find at least one NS in a
network, varying the probability of connection p and the network size N . We remind that
in ER networks the average degree is given by the product pN . For small networks there is
a significant probability to find a NS for all the range of p’s (bright regions); however, as we
increase the size of the networks this region shrinks and it remains significant only at the
extreme values of p. The case of p = 1 corresponds to the fully connected network limit
anticipated above (with N − 1 noiseless eigenvectors), while for independent oscillators
(p = 0) the system is fully degenerate and can be always initialized to evolve in a NS.
These features are robust when looking at the total fraction of NSs with respect to the N
degrees of freedom and we find similar results in Fig. 3.7 (b).

An interesting issue is about the relation between the underlying topology and the
abundance of noiseless normal modes. The green dashed line in Fig. 3.7 (a) indicates the
transition probability to a one large component. In particular, we numerically determine
a threshold p̃c as the value of p for which Pconn(N,p) = 1/2. For networks of N = 15
nodes we observe p̃c ≈ 0.23 (see appendix D). White dashed lines in Fig. 3.7 (b) represent
contour plots of the variance of the degree distribution, i.e. the probability distribution
that governs the degree for the ER network ensemble [272], with inner lines corresponding
to higher values. Both quantities give insight on the relevant topological features to have
NSs as will be discussed in detail in Sect. 3.4.4. In particular, the green line separates
the parameter region in which NSs are made of disconnected motifs from that in which
they are embedded in a large component. The white contours are an indicator of topo-
logical disorder (the bigger the variance the less degree homogeneity) which seems to be
detrimental for the abundance of NSs.

For the NSs that are not degenerate we can characterize their features starting from
their extension, i.e. their number of nodes within the network. Thus, we introduce
the noiseless subsystem size (NS size) as the number of oscillators spanned by a given
noiseless eigenvector. Due to the non-degeneracy and with each component’s submatrix
diagonalizable separately, each NS spans oscillators inside only one connected component.
The distribution of sizes of connected components is an important characteristic of ER
random networks with fixed p as it indicates different topological regimes [Fig. 3.6 (a)].
In Figure 3.8 we represent the probability to find a NS of a particular size (vertical axis)
embedded in a network component of a given size (horizontal axis) below the connectedness
transition [p = 0.05 (a)] and for a connected network [p = 0.80 (b)].

For small p, NSs with few nodes predominate as expected, Fig. 3.8(a), while for
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Figure 3.9: (a,b) Probability to find at least one decoherence free normal mode for N=30, for inhomo-
geneous frequencies with different σω values (a), for inhomogeneous couplings with different σλ (b). (c,d)
Probability distribution of NSs of different sizes (i.e. number of nodes of the noiseless eigenvector) for
nonuniform frequencies (in blue, for σω = 10−10) and couplings (in red, for σλ = 10−10), in purple uniform
parameters. Parameters N = 15 and p = 0.05 < p̃c (c), p = 0.80 > p̃c (d).

p = 0.80 there is only one component spanning all the oscillators, Fig. 3.8(b). What is
surprising is the abundance of NSs spanning over an even number of oscillators [e.g. 2,4,6
in Fig. 3.8 (a)] with respect to the scarce ones that span over an odd number of oscillators.
This happens independently from the parity of the size of connected components [look for
instance at components of sizes 4 and 5 in Fig. 3.8 (a)] and of N (not shown). In the
case of components of odd size (for example of size 5), this implies that at least one of the
oscillators is not involved in its largest NS (with 4 nodes in this example). Interestingly
this characteristic parity symmetry in the NS size distribution is rather robust, and also
observed for large probabilities of connection, as in (b) and also in small-world networks
(see appendix D). The origin of this parity feature of NSs will be shown to be related to
the presence of breathing modes and discussed in Sect. 3.4.4.

3.4.2 Resilience in the presence of imperfections

The study of homogeneous networks –with identical local frequencies and coupling strengths–
allows to isolate the importance of the topological features for the existence of NSs. Here,
we consider their resilience in presence of not uniform parameters, as they would occur
for instance in biological complexes or any experimental set-up, inevitably characterized
by inhomogeneity and imperfections. We consider Gaussian distributions either in fre-
quencies or couplings (σω,λ ≠ 0). Very small inhomogeneities (σω,λ ∼ 10−10) are enough
to remove degeneracy in normal modes, while the probability to find NSs does not sig-
nificantly change. In Figure 3.9 (a,b) we show the results of increasing differences on
frequencies (a) and couplings (b) for the probability to find at least one NS. NSs can be
very fragile even for small deviations from the uniform parameters. Important exceptions
occur for inhomogeneous couplings that do not affect NSs for small components (Fig.
3.9 (b) for p ≲ 0.2). Otherwise, large components are more resilient to the presence of
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Figure 3.10: Probability to find a normal mode with a certain overlap with the dissipative mode (κ) and
in presence of detuning across the network with variance σω. The values for κ are binned according to
their order of magnitude, i.e. the column 0.01 corresponds to normal modes with κ of the order of 0.01.
The results have been obtained for networks of size N = 30 and p = 0.9.

detunings across the network, Fig. 3.9 (a).

The structure of NSs is strongly influenced by inhomogeneous parameters (Fig. 3.9).
Looking at the regime where small components dominate [for p = 0.05, Fig.3.9 (c)], detun-
ing (blue) leads to the disappearance of NSs of just pairs of nodes, as expected; decoherence
free normal modes spanning over four oscillators are the most common (even if embed-
ded in motives of five oscillators, not shown). In the regime of one large component [for
p = 0.8, Fig. 3.9 (d)], NSs can have different sizes spanning from four oscillators to the
whole network. In both cases, detuning removes the even-odd asymmetry. In networks
with non-uniform coupling strengths [red histograms in Fig. 3.9], NSs of two oscillators
survive and predominate for small p (c), while for high p the decoherence free mode is
extended over almost all the network (d). In Sect. 3.4.4 we will present some mecha-
nisms that can explain these differences in the results for non-uniform frequencies and
non-uniform coupling strengths.

3.4.3 Quasi-noiseless clusters

We have seen that in general inhomogeneity in the parameters across the network is
detrimental for NSs. On the other hand, for practical purposes it can be more interesting
to establish if there are some modes with very long (even if not infinite) decoherence times.
In this spirit, we ask whether, in spite of inhomogeneity, there is still a well defined set
of modes which, although not perfectly decoupled from the bath, dissipate more weakly
than the rest, being then effectively frozen over long timescales [98, 271].

We introduce then quasi-noiseless clusters that can be identified looking at their over-
lap, named κ, with the lossy mode q̂cm. Figure 3.10 represents the probability to have
quasi-noiseless modes depending on detuning (σω on vertical axis) and on their overlap
κ (horizontal axis). Then, decoherence free modes do correspond to the first column
(κ ≤ 10−13, our numerical zero), and the uniform ER network case to the lowest row. We
observe that uniform networks exhibit two very well defined sets of normal modes (left and
right in Fig. 3.10), separated by a huge gap in their respective dissipation rates (as quan-
tified by κ): this gap allows to properly distinguish (and characterize even numerically)
NSs with respect to the others.

As we increase the spread in detunings σω, NSs tend to become slightly more noisy,
with predominance of modes for κ ∼ σω (diagonal in Fig. 3.10). The gap between quasi-
noiseless and dissipating normal modes decreases. Despite strict decoherence free modes
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tend to disappear for increasing inhomogeneity, two well separated sets of normal modes
(with a significant gap in κ) survive up to a certain strength σω. This allows to identify
quasi NSs up to a certain degree of disorder in frequencies. Analogous results are found
for nonuniform couplings, i.e. for non-zero σλ.

3.4.4 Discussion: noiseless clusters in complex networks

In the following, we present and discuss the mechanisms that can explain the main results
for NSs in complex network presented above. Moreover, we establish connections with
the literature and with the results obtained studying another type of complex networks,
namely small-world networks (see appendix D).

Insight about our results on the abundance and structure of NSs (Figs. 3.7 and 3.8)
can be gained considering the underlying network topology and regimes, dominated by
small and large size components (small and large p’s in Fig. 3.8). Above a certain value
of p, networks are composed predominantly by a single component (see appendix D for
distributions of component sizes for different p’s). The corresponding disappearance of
small components is what crucially hinders the existence of noiseless modes for small p as
clear by the comparison in Fig. 3.7 (a): below the threshold probability p̃c (green dashed
line), several small components exist. Furthermore the most abundant linear motifs (such
as m1,m2,m4...) in ER networks [Fig.3.6 (b)] represent in this case noiseless modes (see
[101] and appendix D), determining the abundance of NSs.

Network topological uniformity. We now move to networks with a larger average
degree. The degree distribution of Erdős-Rényi networks is known to be binomial, with
variance (N − 1)p(1 − p) [307]. A spread of the degree distribution is a good measure
of the inhomogeneity of the network topology being maximal at p = 0.5 (with maximum
value increasing with the size of the network N) and minimal at 0 and 1 (see also ap-
pendix D). The comparison of this variance with the NSs abundance in Fig. 3.7 (b) (with
inner contours corresponding to larger values of this variance) allows to establish a clear
quantitative connection. The network topological uniformity is indeed found to be a cru-
cial ingredient for the abundance of noiseless modes also when looking at other networks.
Small-world networks, for instance, also display a transition to disorder starting from a
regular lattice with a certain degree and randomly rewiring the nodes until becoming a
random network (appendix D). Also in this case, as disorder in the topology increases,
noiseless mode abundance diminishes, indicating a robust relation between homogeneity
in network topology and presence of NSs (appendix D).

Breathing normal modes. A main and intriguing feature of NSs in uniform ER net-
works is the parity of their sizes, that is the fact that decoherence free normal modes tend
to be composed by an even number of oscillators, Fig. 3.8 (a), (b). The absence of NSs
with odd sizes, independently on the odd or even size of the embedding component, can be
traced back to the fact that, for small values of p, string-like components of the network
prevail, like motifs m1,2,4,8 in Fig. 3.6 (b). In this kind of motifs we can actually identify
stretching or breathing normal modes which are decoherence free and which involve all the
nodes for an even motif, while they do not involve the central node for an odd motif, as
discussed in the case of three oscillators in Ref. [101] and in appendix D. The presence
of these breathing modes of even size allows to explain the predominance of even NSs
below the connectedness transition. Above the connectedness transition, Fig. 3.8 (b),
we can show (appendix D) that by embedding the small motifs of Fig. 3.6 (b) (and also
those of Fig. D.4 of the appendix D) into the network with the proper symmetries in the
connections, the noiseless eigenvectors of these motifs become noiseless eigenvectors of the
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whole system. This enables us to clarify why we observe a similar structure in the NSs size
when considering very connected ER networks [Fig. 3.8 (b)], where homogeneity in the
degree distribution can enable the necessary symmetries in the couplings to be satisfied
frequently. It is important to stress that we find this peculiar even modes dominance also
for small-world networks (appendix D), which are composed mainly by one component,
and which tend to display bigger noiseless modes than ER networks. As a further remark,
detuning is known to introduce deviation from breathing modes [101], and this is con-
sistent with the absence of even-odd asymmetry for NSs shown in Fig. 3.9 (d). Finally
there is a noteworthy resemblance between the small NSs observed here, and the compact
localized states that can be found in certain tight-binding lattices [308]. Also these local-
ized states are often perpendicular to the c.m., and the enabling mechanism is the proper
local topology of connections between the involved nodes and the neighboring lattice (see
illustrative examples in Refs. [309, 310, 311]). The exploration of the connections between
these two different contexts could constitute an interesting future extension to our work.

Inhomogeneous parameters and quasi-noiseless modes. Beyond topological fea-
tures, we have considered inhomogeneous parameters for nodes and links as these can
actually be unavoidable in experiments, as in a circuit QED system [289] or with optical
frequency combs [312]. For the frequency combs platform [312], this experimental analysis
has not yet been reported but the possibility to achieve identical nodes is discussed in
[313] through chirping of the pump optical mode (i.e. a multimode light pulse in which
the phase depends functionally on the frequency). On the other hand, a small amount of
disorder has been measured in circuit QED lattices [302] and modeled as Gaussian as in
our analysis. Frequency disorder up to σω ∼ 10−4 has been reported, that would signifi-
cantly hinder NSs (Fig. 3.9), while inhomogeneities in (small) coupling rates are mainly
induced by detunings and can be neglected in circuit QED networks [302]. We have an-
alyzed both frequency and couplings disorder: for small connection probabilities NSs are
fragile against detuning but not against inhomogeneities in couplings, and the opposite
trend is found for large components (Fig. 3.9). This can be understood to follow from
the fact that small decoherence free normal modes are more sensitive to inhomogeneity in
frequencies. Motifs of two oscillators, for instance, are NSs independently of the value of
the coupling and only if their frequencies are identical [65], while NSs for m2 motifs appear
only for special values of detunings [101], consistently with the NSs resilience found for
small p’s and inhomogeneous coupling strengths. For both detuning and couplings inho-
mogeneities, Fig. 3.9, the drop in the probability at p = 1 follows from the fact that the
corresponding fully connected network, in the case of Gaussian distributed parameters,
has no NSs. The presence of even small inhomogeneities allows also to avoid degenerate
eigenvectors particularly abundant for p ∼ 0 and p ∼ 1.

Despite the fragility of NSs to inhomogeneities in parameters observed in Figs. 3.9, we
have seen in Fig. 3.10 the existence of quasi-noiseless components up to moderate values
of disorder (σω > 0). The gap in the coupling with the environment of two sets of normal
modes, allows one to clearly identify quasi-noiseless subspaces dissipating much slower
than other modes. The closure of the gap for κ ∼ σω can be understood considering that
in the limit of small detuning, normal modes will deviate linearly in σω from the NSs found
for uniform ER networks. These quasi-NSs that persist in inhomogeneous networks can be
useful for practical applications: even if manufacturing imperfections would prevent the
existence of asymptotically decoherence free modes, the long coherence time of quasi NSs
can serve the purpose of preserving coherences on timescales proportional to the degree
of inhomogeneity of the device.
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Extension to other models. Finally, it is interesting to comment on the results for
other types of system Hamiltonians. In this sense, one can wonder if similar results would
hold if we consider instead systems with spring like coupling Hamiltonian Ĥ = 1

2 ∑
N
i=1 (p̂2

i +
ω2

0 q̂
2
i ) +∑Ni=1∑Nj=1 λij(q̂i − q̂j)2, where all the oscillators have the same frequency and the

coupling λij can take the values λ or zero. Remarkably, it can be shown (see appendix
D) that in this case there are always N − 1 NSs whatever is the underlying topology.
We can also consider a tight-binding model, in which the rotating wave approximation
is performed in the coupling term, and hence the number of excitations is conserved by
the Hamiltonian. In this case our results would still hold in the case of networks with
homogeneous parameters (appendix D). Moreover, for this case, in the presence of a single
excitation, our analysis would also apply to spin or fermionic networks while the case of
more excitations remains an open question.

3.5 Synchronization in complex networks with collective dis-
sipation

In this section we focus on the emergence of a synchronous dynamics induced by collective
dissipation in the complex networks of harmonic oscillators. As we have seen in Sect.
3.2, coupling to the common bath leads to a disparity in the decay rates of the normal
modes that enables the emergence of synchronization; after a transient in which each node
oscillates irregularly in a superposition of eigenfrequencies, all normal modes, except the
one with the slowest decay, relax to equilibrium. Then, this slowest mode fixes the common
rhythm of the corresponding nodes within the system either during a long transient or
– when the slowest mode is actually noiseless– asymptotically. Moreover, we have seen
that this synchronization dynamics emerges both in the first and second moments of the
system, and the synchronization region, i.e. the parameter region in which synchronization
emerges, is indeed well signaled by the ratio of normal mode decay rates taking a small
value (see Fig. 3.2).

When considering the dynamics of our complex networks, we recall that the master
equation (3.29) is the direct generalization of the one for the two oscillator case in a
common bath (3.11). Then, in complete analogy to this simpler case, we see that the
decay rates and diffusion coefficients given in Eq. (3.30) also depend on the squared normal
mode overlap with the c.m. mode, i.e. κ2

n. Therefore, the exact same mechanism enabling
synchronization in the case of two oscillators is also present in this more complex scenario.
In fact, in Ref. [98] the dynamics of random networks of harmonic oscillators governed by
this master equation was considered, showing the emergence of synchronization when one
of the normal modes displays a decay rate much smaller than the rest. In this reference,
the possibility of transient and stationary synchronization to emerge in random networks
with collective dissipation was unveiled. Moreover, it was shown that the synchronized
regime is accompanied by long-lived correlations as in smaller arrays [65]. Nevertheless,
the role of the network structure was not addressed before Ref. [2].

Here, we follow the results of Ref. [2] that address this question, analyzing how the
possibility for transient and stationary synchronization to emerge varies with the parame-
ters of the ER network ensemble, and also considering the prevalence of synchronization in
the presence of frequency detunings and inhomogeneous coupling strengths. In order to do
so in a systematic fashion, we will take advantage of the fact that the ratio of the smallest
and second smallest normal mode decay rates is a witness of synchronization. This is a
very convenient quantity, as it can be computed from the overlap of the eigenvectors with
the c.m. mode, and hence, we can benefit from a statistical analysis analogous to that of
the previous subsections.
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Figure 3.11: For all the panels we consider ER networks of size N = 30. a) Probability to find at least one
synchronized normal mode which is stationary (green) or transient (purple), varying p, and with uniform
parameters. b) Probability to find at least one synchronized normal mode per network as a function of
the detunings spread σω: for transient synchronization when p = 0.5 (blue, dashed) and when averaging
over all p’s (purple) and for stationary synchronization when averaging over all p’s (green). c) Distribution
of sizes for the case of stationary and transient synchronized normal modes, for σω = 0 and all the range
of p’s. d) Distribution of values of R for dissipating normal modes (avoiding completely NSs) for all the
range of p’s, and again for σω = 0.

3.5.1 Prevalence of transient and stationary synchronization in ER
networks

First we recall the conditions for which a motif of any network of harmonic oscillators syn-
chronizes: i) when one of the normal modes covering the particular subset of oscillators
is coupled more weakly to the bath than the others (significant separation of dissipative
timescales), leading to transient synchronization [65]; or ii) when there is only one decoher-
ence free normal mode covering the particular subset of oscillators, leading to stationary
synchronization [98, 101]. In case i) we can set as a significant separation of dissipative
timescales when the smallest and second smallest dissipation rates are separated by an or-
der of magnitude [98], i.e. their ratio, R = (κ1/κ2)2, takes values at most of order R ∼ 0.1,
where we denote the normal mode with the smallest decay rate as ’1’, and the one with
the second smallest decay rate as ’2’. When this condition is satisfied, after most normal
modes dissipate out, there remains only the slowest one, i.e. the one with the smallest
coupling to the bath, and the oscillators spanned by this normal mode synchronize and
can retain robust quantum correlations [65, 98, 101]. If R is small there is a significant
time period in which the network is synchronous before full thermalization. Conditions
i) and ii) refer to a particular subset of the network, and of course in the whole network
there might be parts of it in which there is synchronization due to mechanism i), and
parts of it in which it is due to ii), since both mechanisms are not excluding as long as the
synchronizing normal modes span over different subsets of oscillators or oscillate at the
same frequency. This is a key observation to take into account in our systematic analysis.
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Resilient transient synchronization. In figure 3.11 we analyze the prevalence of dissi-
pative synchronization for ER networks, both with uniform parameters and with detuning
σω ≠ 0. The appearance of stationary synchronization shown in Fig. 3.11 (a) (green line)
behaves similarly to the abundance of NSs (see Fig. 3.9) except for p close to 1 where a
dip appears. On the other hand, transient synchronization (Fig. 3.11(a) purple line) is a
rather robust feature of the network, present with a significant probability (about in one
over three networks) in all the range of p’s except for a dip appearing again at p close
to 1, where stationary synchronization dominates. In panel (b), we look at the effect of
detuning, both for a specific average degree (for p = 0.5) and on average over all values
of p. Transient synchronization is found to be rather resilient to detuning (purple line)
while stationary synchronization (ii) is more fragile, as expected knowing results about
NSs resilience reported in previous section. Analogous results are found for nonuniform
couplings (not shown here).

Transient synchronization of the whole network. We now analyze the structure
of the synchronous modes. Decoherence free synchronized normal modes (ii) tend to span
small number of oscillators and the even-odd asymmetry reported before persists (Fig.3.11
(c) green histogram). More surprising is the fact that transient synchronization (i), beyond
being a rather frequent phenomenon for several p and detunings, it does also tend to
span all the network (Fig.3.11 (c) purple). This means that a large set of oscillators
synchronize and will therefore, as previously reported in Refs.[65, 98], share enhanced
quantum correlations. The timescale to observe this phenomenon can be assessed through
the decays ratio R: the fastest rise of synchronization corresponds to smallest R values
[98]. A significant synchronous transient is predicted before thermalization: in Fig.3.11 (d)
the distribution of ratios R for σω = 0 shows in fact significant fractions of networks with
more than two orders of magnitude of separation between the slowest decaying modes.
This is weakly influenced by the network structure and displayed aggregating data for
different p values.

Discussion. We now discuss in more detail the physical interpretation of these results.
We have seen that the probability of transient synchronization is large and resilient in the
presence of detunings. Surprisingly it can even be favored by increasing the detuning (as
shown in Fig. 3.11 (b), purple line) and this might be caused by the corresponding disap-
pearance of stationary synchronization. The fact that this increase is seen when looking at
the aggregated data in p, while for p = 0.5 (blue line) is not observed, is consistent with this
explanation, as for p = 0.5 there are no NSs independently of σω. We have also observed
that there is a dip in the probability to find synchronization for p close to 1 [Fig. 3.11 (a)].
These dips appearing for high p, both for stationary and transient synchronization, are
related to the increasing probability to find large NSs of modes in the same network, of
different frequencies, diminishing the overall synchronizability of networks. As p is further
increased, degeneracy also grows, and overlap between synchronizable modes is no longer
detrimental as they exhibit the same frequency, hence explaining the final increase in the
synchronization probability.

3.6 Concluding remarks

In this chapter, we have considered the dynamics of coupled dissipative harmonic oscilla-
tors, focusing on the emergence of synchronization and on the presence of noiseless degrees
of freedom, i.e. normal modes that become effectively uncoupled from the environment.
We have started considering a system of just two oscillators, coupled either to separate
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baths or to a common bath. Here, we have met the crucial difference between both sce-
narios: under the standard approximations, in the SB scenario the normal modes of the
system display identical decay rate, while in the CB scenario, these decay rates can be
different. In fact, we have shown how this disparity enables the emergence of transient
synchronization in the common bath case, a phenomenon that can be appreciated in both
the dynamics of the first and second moments, and which is known to be accompanied
by long-lived correlations [65, 98, 101]. Moreover, it can even happen that, for the CB
case, one of the decay rates becomes zero, leading to asymptotic synchronization and to
the asymptotic preservation of quantum correlations and coherence [101].

The existence of these mechanisms enabled by the coupling to a common bath was
explored in a more complex scenario in which complex networks of harmonic oscillators are
coupled to a common bath [2]. Here, we have focused on the effects of the complex topology
on the presence of noiseless modes, i.e. those with zero decay rate, and synchronization.
Moreover, we have also considered the effects of random inhomogeneities in both the
frequencies and coupling strengths along the network.

As a first important result, we have found that network topological uniformity is a
crucial feature for the presence of noiseless modes. Both for ER and small-world networks,
as disorder increases the probability to find NSs is suppressed. Hence, for ER networks,
we have found NSs to be abundant for small and large probability of connection p. In
the case of small-world networks, these are more abundant for small rewiring probability
prw. Furthermore, by analyzing the structure of the NSs we have unveiled some intriguing
features. In particular, we have found that NSs spanning over an odd number of nodes are
strongly suppressed, while the structure of these NSs is very similar for the very different
cases of ER networks with small p and large p. As we have seen, these two features can
be understood considering the normal modes of small motifs (see Figs 3.6 (b) and D.4), in
which breathing modes are prevalent (involving only an even number of oscillators). These
small motifs are dominant in ER networks for small p, while they are also important
for large p, as when properly embedded into the whole network (appendix D), their NSs
become NSs of the whole network.

Finally, we have considered the effect of inhomogeneous frequencies and detunings
along the network. While this variability is generally quite detrimental for the presence of
exact noiseless modes, we have found that up to moderate values of parameter inhomo-
geneities we can still identify a family of quasi-noiseless modes with a lifetime orders of
magnitude larger than the rest. This is especially relevant for experimental platforms, as
circuit QED systems [289], in which experimental imperfections lead to variability in the
system parameters [302].

As for the emergence of synchronization enabled by collective dissipation, we have
addressed the effects of network topology on this phenomenon. In order to do so, we have
considered the ratio between the smallest normal mode decay rates. As we have seen in
Sect. 3.2, this quantity witnesses synchronization: when it is small the timescale separation
enabling synchronization is present [65, 98, 101], while when it is not, synchronization
cannot emerge as all normal modes relax on a similar timescale. This simple quantity can
be efficiently studied in complex scenarios as the one considered here. Our analysis has
revealed that stationary synchronization behaves, in general, similarly to the presence of
NSs, and thus it is suppressed by topological disorder and parameter variability. On the
other hand, transient synchronization has been revealed as a very robust phenomenon, as
it is also common in ER networks with intermediate values of p, and even in the presence of
parameter inhomogeneities. Moreover, quite remarkably, the transient synchronous modes
tend to span the whole network. Therefore, we conclude that transient synchronization
can be expected to emerge quite generally in coupled systems with collective dissipation.
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CHAPTER 4

Dynamics and synchronization in
the presence of coalescence

The contents of this chapter have been adapted from the works entitled Exceptional points

in 1D arrays of quantum harmonic oscillators [4] and Synchronization and coalescence in a

dissipative two-qubit system [7]. Here, the presence of exceptional points in the dynamics of

two different dissipative systems is analyzed: a chain of coupled harmonic oscillators, and

a system of two spins dissipating collectively. We will show that these spectral singularities

(EPs) separate different dynamical regimes of these systems, as characterized by the evolution

towards the stationary state, the emission spectrum, or the response to an external forcing.

One of our main results is that, for both systems, EPs enable a monochromatic regime in

which all the collective modes display the same frequency. Moreover, for the spin system, we

will analyze the synchronization dynamics emerging in this regime, comparing this peculiar

scenario of synchronization in the presence of coalescence with the more known scenarios of

transient synchronization.

4.1 Introduction

Exceptional points are singular points in the parameter space of the eigenspectrum of non-
Hermitian matrices in which several eigenvalues become the same and the corresponding
eigenvectors coalesce, making the matrix non-diagonalizable at these points of parameter
space. Non-Hermitian matrices commonly underlay the description of linear photonic
arrays with dissipation and gain, in which an effective Hamiltonian with complex energies
can be drawn to model the coherent processes as well as the decay/gain of energy occurring
in the system. Consequently, the physics of EPs has been extensively studied in this kind
of systems in the past decade [204, 205, 206, 207]. On the other hand, non-Hermitian
matrices and superoperators are also ubiquitous in the description of quantum dissipative
systems, while only recently, the peculiarities of EPs occurring in the Liouvillian, i.e. the
full quantum dynamical system, have begun to be addressed [209].

As we have reviewed in chapter 1, EPs have been shown to be behind intriguing
phenomena in classical systems, as for instance extreme sensitivity to perturbations [214,

69
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215] or chiral dynamics when performing adiabatic parameter loops around them [47, 48,
216]. This rich phenomenology [204, 205, 206, 207] motivates their study in quantum
dissipative systems, where fundamental questions regard how the quantum nature of the
system can affect these phenomena or whether there are new and genuine non-Hermitian
quantum effects to be disclosed. In this sense, in this chapter, we will analyze in detail the
dynamical consequences of EPs in two dissipative quantum systems. In particular, the
fact that at these EPs the dynamics of the quantum system cannot be fully decomposed
in terms of collective modes leads us to a first question: is such a spectral singularity
accompanied by a singular behavior of the temporal dynamics of the system? Moreover,
many of the best known examples of systems with EPs are systems made of two coupled
modes [207], which also raises the question of whether we can find coalescence in extended
systems. These questions are tackled in the next section, based on [4], in which we
address the dynamics of a one-dimensional (1D) array of dissipative harmonic oscillators
with staggered losses. We show that the right interplay between coherent coupling and
staggered losses leads to a cascade of EPs in the collective delocalized modes governing
the dynamics of the system. Indeed, one of our main findings is that there is a dynamical
regime characterized by all the collective modes displaying the same frequency. This
single frequency regime is also present in a spin system with collective dissipation [7], as
we report in the next section, in which we focus on the connection of this regime with
synchronization, comparing this single-frequency dynamics with transient synchronization
emerging in similar spin systems [45, 90].

The presence of these non-analytical points in the eigenspectrum is associated with
a characteristic branching behavior of the eigenvalues (see next sections or [207], for in-
stance), which is at the heart of the qualitative differences that can be observed in the
dynamics of the system, and that characterize the different dynamical regimes separated
by EPs. In fact, after this chapter, coalescence will also appear fundamental to understand
the dynamics of the squeezed van der Pol oscillator, discussed in chapters 6 and 7.

4.2 Exceptional points in arrays of harmonic oscillators

In this section, we study how the interplay between coherent interactions and dissipa-
tion arising independently on each unit of an extended system can lead to coalescence
of the normal modes of the system, and we analyze the dynamical consequences of this
phenomenon. Specifically, we consider a 1D array of coherently coupled identical bosonic
systems each of which dissipates independently with staggered rates. This kind of model
can be regarded as a generalization of simpler two resonator models in which coalescence
has been already investigated [206, 207, 208], and allows one to study the effects of an
extended topology on the physics of EPs. Interestingly, our system shows a set of EPs
in both first and second moments dynamics which separate different dynamical regimes
characterized by a rich phenomenology, such as qualitative distinct temporal behaviors
towards the stationary state and the emergence of interference effects in the transmission
and emission spectra.

4.2.1 Tight binding chain of quantum harmonic oscillators

We consider a 1D tight-binding chain of quantum harmonic oscillators with uniform fre-
quencies ω0 and nearest neighbour coupling rates λ. The units are weakly coupled to
independent baths in a staggered way, such that the system is composed of N cells of
two dissipative modes each, with open boundary conditions. The Hamiltonian and master
equation in the standard Born-Markov approximations describing the system and in the
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rotating frame with ω0 read (h̵ = 1):

Ĥ = −λ
N

∑
n=1

(â†
nb̂n + h.c.) − λ

N−1

∑
n=1

(â†
n+1b̂n + h.c.), (4.1)

d

dt
ρ̂ = −i[Ĥ, ρ̂] +

N

∑
n=1
∑
o=a,b

(2γcoD[ôn]ρ̂ + 2γhoD[ô†n]ρ̂), (4.2)

with local dissipation in each oscillator (ôn = {ân, b̂n}). Notice that in principle we con-
sider general out-of-equilibrium environments in which the rates γca(b) and γha(b) are not
constrained to satisfy detailed balance. This dissipation can be achieved in several ways
and in chapter 2 we mentioned the case of optomechanical systems used to engineer both
coherent couplings and dissipation rates, by proper adiabatic elimination of the optical
degrees of freedom [251, 252, 261]. The model described by Eqs. (4.1) and (4.2) is
quadratic in the creation and annihilation operators of the bosonic modes. Consequently,
if one considers Gaussian initial states, the state of the system is completely characterized
by the first and second moments, while the stationary state of the system is Gaussian,
independently of such initial condition [266, 267].

4.2.2 Dynamics of the first moments

Let us start our analysis considering the first moments, whose dynamics can be understood
as the superposition of N independent pairs of interacting modes. Each of these pairs,
from now on referred to as k-modes, displays two dynamical regimes separated by an EP.
These regimes are characterized by the number of dynamical frequencies of the system
and the way it decays (Fig. 4.1). The equations of motion of the first moments read

d

dt
⟨ân⟩ = −γa⟨ân⟩ − iλ(⟨b̂n−1⟩(1 − δn,1) + ⟨b̂n⟩), (4.3)

d

dt
⟨b̂n⟩ = −γb⟨b̂n⟩ − iλ(⟨ân⟩ + ⟨ân+1⟩(1 − δn,N)), (4.4)

with n ∈ [1,N], γa(b) = γca(b) − γ
h
a(b), and δn,n′ the Kronecker delta. Equations (4.3) and

(4.4) can be conveniently written in matrix notation as

d

dt
u⃗ = Mu⃗ + F⃗ , (4.5)

where u⃗ = (⟨â1⟩, ⟨b̂1⟩, . . . , ⟨âN ⟩, ⟨b̂N ⟩)T and we have introduced the term F⃗ = (α1(t), β1(t),
. . . , αN(t), βN(t))T that represents a possible additional driving term and which will be
considered to be nonzero only in Sect. 4.2.3.

Exceptional points. Let us introduce the vector of moments via the orthogonal trans-
formation ⃗̃u = PT u⃗, where ⃗̃u is the vector that contains the expectation values of the
k-modes âkl , b̂kl defined by:

âkl =
N

∑
n=1

ânS(a)
n,kl

, ân =
N

∑
l=1

âklS
(a)
n,kl

, (4.6)

S(a)n,kl
=
¿
ÁÁÀ 2

N + 1
2

sin[kl(n −
1

2
)], S(b)n,kl =

¿
ÁÁÀ 2

N + 1
2

sin(kln), (4.7)
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Figure 4.1: (a) Real and imaginary parts of Ω±

kl
in red solid lines and blue dashed lines, respectively.

(b) Real part of ⟨â1⟩ as a function of time. In magenta λ/ω0 = 0.025 in which all k-modes are in the
single-frequency regime except for k1. In green λ/ω0 = 0.1 in which all modes are in the two-frequency
regime except those of k3. In blue λ/ω0 = 0.5 and all modes are well into the two-frequency regime.
Initial condition corresponds to excitation of the first site solely. In both panels N = 3, γa/ω0 = 0.1 and
γb/ω0 = 0.01.

with kl = πl/(N + 1/2), l = 1, . . . ,N, and similarly for b̂n, b̂kl . This transformation pre-
serves the commutation relations since

N

∑
n=1

S(x)
n,kl
S(x)
n,kl′

= δl,l′ ,
N

∑
l=1

S(x)
n,kl
S(x)
n′,kl

= δn,n′ (4.8)

with x = a, b. Then, M̃ = PTMP [with M of Eq. (4.5)] with M̃ =⊕N
l=1 M̃kl and

M̃kl = ( −γa −iλkl
−iλkl −γb

) , (4.9)

with λkl = 2λ cos(kl/2). The eigenvalues of the whole system are obtained by diagonalizing
the 2 × 2 blocks and read:

Ω±
kl
= γ̄

2
± 1

2

√
(γa − γb)2 − 4λ2

kl
, (4.10)

with γ̄ = γa + γb. Therefore, we obtain that, as the coupling λ is varied, below a certain
threshold the eigenvalues are real, while above they become complex. The eigenvalues real
and imaginary parts are defined¯ as γ±kl and ν±kl respectively [Fig. 4.1 (a)]

When the imaginary parts vanish (moving from the rotating frame to the lab one) all
units oscillate at their bare frequencies, ω0, in spite of their mutual interactions. This
is in stark contrast to what one observes in the corresponding closed system where, for
any coupling strength, the eigenfrequencies differ from the intrinsic frequency ω0. At the
threshold point the square root in Eq. (4.10) vanishes and the two eigenvalues with the
corresponding eigenvectors coalesce [208, 314]. This point is thus an EP, at which M̃kl

(and thus M) becomes non-diagonalizable. Therefore, our system displays N EPs [Fig.
4.1 (a)], one for each kl. The EPs separate different regimes in which the number of
frequencies varies from 1 to 2N , a feature that can not be observed for any closed or
homogeneously dissipating system. In the case of balanced loss rates γa = γb, the bath
would only introduce a uniform dissipation decay, while the frequencies would depart from
ω0 and be modified by λ as in the absence of the environment. EPs are indeed enabled
by the staggered losses we have introduced, when their absolute imbalance take certain
values with respect to the chain coupling strength λ.
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Decay dynamics. To study the decay dynamics near an EP, we proceed to solve directly
the block-diagonal system of equations using Laplace transform method, i.e. considering
the Laplace transformed expectation values ⟨x̂(s)⟩ = ∫ ∞0 ⟨x̂(t)⟩e−stdt. The equations for
the k-modes are:

d

dt
⟨âkl⟩ = −γa⟨âkl⟩ − iλkl⟨b̂kl⟩, (4.11)

d

dt
⟨b̂kl⟩ = −γb⟨b̂kl⟩ − iλkl⟨âkl⟩. (4.12)

Solving their Laplace transformed version we obtain in the s-domain:

⟨âkl(s)⟩ =
(s + γb)⟨âkl⟩0 − iλkl⟨b̂kl⟩0

(s +Ω+
kl
)(s +Ω−

kl
) , (4.13)

⟨b̂kl(s)⟩ =
(s + γa)⟨b̂kl⟩0 − iλkl⟨âkl⟩0

(s +Ω+
kl
)(s +Ω−

kl
) , (4.14)

where the initial condition is given by ⟨âkl(b̂kl)⟩0. The poles Ω±
kl

correspond to the eigen-
values of M, which displays an EP in each k-block at

∣2λk∣ = ∣γa − γb∣. (4.15)

Here, an EP appears as a double pole, which clearly indicates that the decay dynamics is
not purely exponential but displays polynomial corrections.

Dynamical regimes. From Eqs. (4.10), (4.13) and (4.14) we identify two dynamical
regimes for each k-mode, separated by an EP. i) Single-frequency regime ∣γa − γb∣ > ∣2λkl ∣:
we have two different real poles and no oscillations (in the rotating frame). ii) Exceptional
point ∣γa−γb∣ = ∣2λkl ∣: we have a real second order pole, yielding polynomial corrections to
the exponential decay without oscillations. iii) Two-frequency regime ∣γa − γb∣ < ∣2λkl ∣: we
have two different complex poles, yielding oscillations with equal damping. In the time
domain the dynamics in each regime read as:
i) Single-frequency regime:

⟨âkl⟩ = {⟨âkl⟩0
(γb − γ+kl)e

−γ+kl t − (γb − γ−kl)e
−γ−kl t

γ−kl − γ
+
kl

− iλkl⟨b̂kl⟩0
e−γ

+
kl
t − e−γ

−
kl
t

γ−kl − γ
+
kl

}θ(t), (4.16)

where θ(t) is the Heaviside step function. Notice that in all cases the solution for ⟨b̂kl⟩
is obtained from the one of ⟨âkl⟩ by exchanging the labels a↔ b and the initial conditions.

In this regime the poles are real and read as 2γ±kl = γ̄ ±
√

(γa − γb)2 − 4λ2
kl

.

ii) Exceptional point:

⟨âkl⟩ = e−
γ̄
2 t{⟨âkl⟩0[1 +

γb − γa
2

t] − iλklt⟨b̂kl⟩0}θ(t), (4.17)

iii) Two-frequency regime:

⟨âkl⟩ = e−
γ̄
2 t{⟨âkl⟩0[

γb − γa
2νkl

sin(νklt) + cos(νklt)] − i
λkl
νkl

⟨b̂kl⟩0 sin(νklt)}θ(t), (4.18)

Here the poles are complex, and the oscillation frequencies are given by the imaginary

part of the eigenvalues, i.e. νkl = 1
2

√
4λ2

kl
− (γa − γb)2.

The solution in the site basis is obtained reversing the orthogonal transformation, i.e.
u⃗ = P⃗̃u [Eq. (4.6)]. Hence, in the site basis, the local dynamics is a combination of the
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different k-modes ones. As anticipated, the number of frequencies at which the modes
can oscillate changes depending on the regime. Below the first EP, the modes oscillate
monochromatically, despite the finite coherent coupling. This region of monochromatic
evolution of all units occurs in a parameter window that depends on the size of the system:
in the limit of large N the decay imbalance ∣γa − γb∣ > 4λ is required to overcome the
coupling, while for just a pair of oscillators one would get a smaller imbalance ∣γa−γb∣ > 2λ.

When the previous condition is not fulfilled, for instance increasing the coupling λ
between elements, more k-modes enter in the two-frequency regime and, in the site basis,
up to 2N frequencies are observed (Fig. 4.1). At the EP, the first moments present an
exponential-power law decay [218]. The exponent of the polynomial corrections can be at
most h − 1, where h is the number of eigenvalues that coalesce, i.e. the order of the EP.
For higher order EPs, more frequencies merge at the EP, and the variability in the number
of frequencies displayed by the system is magnified. This could occur in our system when
periodically modulating losses over larger cells. Finally notice that, despite the peculiar
behavior at the EP and its singular spectral character, the solutions are continuous in the
transition from one regime to the other, as also observed in other physical contexts (see
below).

4.2.3 Driven system and transmission spectrum

Let us now move to the case of a system with driving, i.e. nonzero F . The details on the
general solutions are provided in appendix E. Here we focus on the particular case in which
we only drive one oscillator with an oscillatory input of frequency ωn starting at time zero,
i.e. αn(t) = ηcαei∆ntθ(t) with ∆n = ωn − ω0. Then in the k-basis the driving terms read

as αkl(t) = ηcαS(a)
n,kl

ei∆ntθ(t) and βkl(t) = 0 ∀l, where α is the driving strength and ηc
characterizes the input channel. Assuming vanishing initial conditions (see appendix E),
the solution in the s-domain is given by:

⟨âkl(s)⟩ =
(s + γb)ηcαS(a)n,kl

(s − i∆n)(s +Ω+
kl
)(s +Ω−

kl
) , (4.19)

⟨b̂kl(s)⟩ =
−iλklηcαS

(a)
n,kl

(s − i∆n)(s +Ω+
kl
)(s +Ω−

kl
) . (4.20)

Notice that the only pure imaginary pole is s = i∆n. Hence, in the transient dynamics
towards the steady state, the different dynamical regimes are manifested in the dynamical
response of the system to the oscillatory drive through Ω±

kl
. In fact, in the steady state,

the intrinsic dynamics of the system appears through the residue of s = i∆n, which leads
to the following stationary amplitudes for the k-modes:

⟨âkl⟩ss =
(i∆n + γb)ηcαS(a)

n,kl
ei∆nt

(i∆n +Ω+
kl
)(i∆n +Ω−

kl
) , (4.21)

⟨b̂kl⟩ss =
−iλklηcαS

(a)
n,kl

ei∆nt

(i∆n +Ω+
kl
)(i∆n +Ω−

kl
) . (4.22)

It is useful for the discussion that follows to particularize the expression for ⟨âkl⟩ss in
the two dynamical regimes, making use of the explicit expression of Ω±

kl
. In the single-

frequency regime we have:

⟨âkl⟩ss =
ηcαS(a)

n,kl
ei∆nt

γ+kl − γ
−
kl

[
γ+kl − γb
i∆n + γ+kl

−
γ−kl − γb
i∆n + γ−kl

], (4.23)
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while in the two-frequency regime we have:

⟨âkl⟩ss =
ηcαS(a)

n,kl
ei∆nt

2iνkl
[

γa−γb
2 + iνkl

i(∆n + νkl) +
γ̄
2

−
γa−γb

2 − iνkl
i(∆n − νkl) +

γ̄
2

]. (4.24)

Hence, the steady amplitudes display a multi-resonance character with the driving detun-
ing: i.e. the steady amplitude is strongly modulated by the frequency of the driving and
the collective modes that can resonate with this frequency.

Signatures of the different dynamical regimes of a driven system can be identified in the
transmission/reflection spectra, as done for instance in investigations of optomechanically
induced transparency [315, 316]. In this sense, the input-output relation connecting the
field that enters the driven mode with the field that comes out from it can be written as
[23, 60]:

âout
n = âin

n − ηcân. (4.25)

Here, âout
n represents the output field going outwards the resonator n (i.e. the field that

leaks to the environment from the resonator), while âin
n represents the input field going

inwards the resonator n, and ηc the coupling strength of the system to this particular
input-output channel. Then, within the assumption that the input-output channel is
exactly the same as the decay channel described in the master equation (i.e. there is only
one input-output channel per mode), we have that ηc =

√
γa [60] 1. Notice that in the

presence of coherent driving ⟨âin
n ⟩ = αei∆ntθ(t), while in the absence of it, and for this kind

master equation, the input field is quantum white noise with ⟨âin
n ⟩ = 0 [60]. We define the

transmission coefficient as the ratio between the output and the input field of the driven
resonator, i.e. T = ⟨âout

n ⟩/⟨âin
n ⟩, which in the steady state reads:

Tss = 1 −√
γa

N

∑
l=1

S(a)n,kl
⟨âkl⟩ss

⟨âin
n ⟩ . (4.26)

The different regimes described explicitly by Eq. (4.23) and (4.24) translate into different
behaviors of the transmission spectrum. In particular, the multi-resonance character of
the steady amplitude will translate into a transmission spectrum with multiple resonances
and with possible interference effects between them. This can be observed in Fig. 4.2,
in which we plot Eq. (4.26) (red solid lines) for three different cases: in (a) [and (b)]
λ/ω0 = 0.02 all k-modes are in the single-frequency regime, in (c) λ/ω0 = 0.1 (only the two
modes with wavevector k3 are in the single-frequency regime), while in (d) λ/ω0 = 0.35 (all
k-modes are well into the two-frequency regime).

Transparency window. A surprising feature of this spectrum is that, in cases (a-b-c),
the system displays a transparency window centered at ω0, despite the presence of k-modes
of this frequency that naively should resonate perfectly with the driving. This can be
understood by analyzing the stationary amplitude of the k-modes in the single-frequency

1Notice that, consistently with the input-output relation and our choice for ηc, the output field can
correctly represent either the reflected field outside a Fabry-Pérot cavity (with only one leaky mirror), or
the transmitted field in a unidirectional waveguide-resonator system (e.g. a whispering-gallery resonator
evanescently coupled to a waveguide) [23]. Further generalizations to many input-output channels are
possible [60], and they indeed describe other experimental situations [23, 317]. As we do not focus on any
specific platform, we have analyzed the simplest scenario of only one input-output channel per resonator,
i.e. ηc =

√
γa, and we have interpreted it as the transmitted field through an unidirectional waveguide-

resonator system. Qualitative changes are not expected in these more general scenarios, as the reported
results emerge due to the interference between the collective modes of the system [i.e. Eqs. (4.23) and
(4.24)] and not because of the specific input-output geometry. In fact, the presence of more channels
usually induces a loss of contrast in the transmission or reflection spectrum (e.g. transmission or reflection
are not perfectly blocked) as illustrated in Ref. [315], in which the observation of interference windows in
an experiment with optomechanical oscillators is discussed in detail.
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Figure 4.2: Spectral transmission ∣Tss∣2 for mode â1 driven at frequency ω1/ω0 with ∆1 = ω1 − ω0. (a)
λ/ω0 = 0.02. (b) Zoom in of the interference window. (c) λ/ω0 = 0.1 and (d) λ/ω0 = 0.35. In all cases N = 3,
γa/ω0 = 0.1, and γb/ω0 = 0.001. In red solid lines, exact expression. In blue dashed lines, approximate
expression.

regime. Indeed, from Eq. (4.23) we see that these amplitudes have two contributions that
interfere destructively, both centered at the same frequency but with different decay rate.
In fact, for weak coupling γa ≫ λkl , large disparity γa ≫ γb, and near the resonant driving
γa ≫ ∣∆n∣, we can approximate the transmission spectrum as:

Tss ≈
N

∑
l=1

(λ2
kl
/γa)(S(a)n,kl

)2

i∆n + γb + λ2
kl
/γa

, (4.27)

where we have made the replacements γ+kl ≈ γa, γ
−
kl

≈ γb + λ2
kl
/γa and γa + i∆n ≈ γa,

accordingly to the above assumptions. In Fig. 4.2 (b) we compare this approximate
expression (blue dashed lines) with the exact one, finding good agreement in the expected
region. Thus Eq. (4.27) enables us to clearly visualize the Lorentzian transparency window
that emerges in the single-frequency regime. Notice that the height and width of this
window increase with the coupling strength, as it is clear from this expression and panels
(a) and (c). Similar interaction induced transparency windows have been already observed
in different systems and configurations, as for instance in optical resonators [318, 319] or
optomechanical systems [315, 316, 320], and can be ultimately traced back to the rather
general phenomena of Fano interference and electromagnetic induced transparency (EIT)
[321, 322]. Therefore, remarkably, the interference between multiple resonances with the
same frequency limits the capacity of the system to absorb the energy of a resonant input.

In the two-frequency regime we find the more intuitive result that each k-mode con-
tributes to the transmission spectrum with a Lorentzian absorption line centered at its
frequency [see Eq. (4.24) and Fig.4.2(d)]. In this case it is no surprise that the system is
fully transparent at ∆1 = 0 as there are no k-modes resonant to this frequency. Further-
more, a distinctive feature of our system (enabled by this extended geometry) is that it
can work in both regimes simultaneously, as in case of Fig.4.2 (c), in which there is the
transparency window due to the k3 modes, but there are also two double peak Lorentzian
absorption lines due to the other k-modes. Finally we observe that the transmission coef-
ficient is continuous along the different dynamical regimes, as it follows from Eqs. (4.21)
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2 4

31

Figure 4.3: (a) Lattice model for N = 3, red dots (1) ⟨â†
nâm⟩, green dots (4) ⟨b̂†nb̂m⟩, blue dots (2) ⟨â†

nb̂m⟩,
orange dots (3) ⟨b̂†nâm⟩. (b) Population of the first site for λ/ω0 = 0.01 (magenta), λ/ω0 = 0.025 (green),
and λ/ω0 = 0.2 (blue), with N = 3, γa/ω0 = 0.01, γb/ω0 = 0.1, γha /γa = γhb /γb = 0, na = 10, nb = 1.

and (4.26) and the fact that Ω±
kl

are continuous. This is in spite of the singular character
of the EPs and in accordance with what we have commented previously in Sect. 4.2.2.

4.2.4 Dynamics of the second moments

Let us now consider the dynamics of the second moments. We will first discuss the
general method to solve the set of coupled equations of motion, showing that in general
the dynamical scenario becomes more complex. Nevertheless, the same dynamical regimes
will be shown to emerge in some special instances. Then we will compute the steady state,
which will be used to analyze signatures of the EPs in the fluctuation emission spectrum
of the system.

Equations for the second moments. The system of differential equations describing
the dynamics of the second moments is divided into two uncoupled blocks: a homogeneous
set of equations for the dynamics of all possible moments of the kind ⟨â†

nâ
†
n′⟩, ⟨b̂†nb̂†n′⟩,

⟨â†
nb̂

†
n′⟩ and their Hermitian conjugates, and an inhomogeneous system of equations set for

the dynamics of all terms of type ⟨â†
nân′⟩, ⟨b̂†nb̂n′⟩, ⟨â†

nb̂n′⟩ together with their conjugates.
The inhomogeneous block of equations (the only relevant part in our analysis) can be
readily written from Eqs. (4.1) and (4.2):

Ȧn,m = iλ[Dn,m +Dn−1,m(1 − δn,1) −Cn,m −Cn,m−1(1 − δm,1)] − 2γaAn,m + 2γha δn,m, (4.28)

Ḃn,m = iλ[Cn,m +Cn+1,m(1 − δn,N) −Dn,m −Dn,m+1(1 − δm,N)] − 2γbBn,m + 2γhb δn,m, (4.29)

Ċn,m = iλ[Bn−1,m(1 − δn,1) −An,m +Bn,m −An,m+1(1 − δm,N)] − γ̄Cn,m, (4.30)

Ḋn,m = iλ[An,m −Bn,m−1(1 − δm,1) −Bn,m +An+1,m(1 − δn,N)] − γ̄Dn,mm, (4.31)

where we have defined An,m = ⟨â†
nâm⟩, Bn,m = ⟨b̂†nb̂m⟩, Cn,m = ⟨â†

nb̂m⟩, and Dn,m = ⟨b̂†nâm⟩, with
n,m ∈ [1,N], and we have used the dot in place of the time derivative. Notice that the structure
of this system of equations is that of a square lattice with four different sites per unit cell, Fig.
4.3(a). This suggests that the system of equations can be brought to a block diagonal form by
means of the orthogonal transformation P generalized to a 2D lattice. Thus, two wave-vectors are
needed, kx and ky, and each block reads:
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Ȧkx,ky = i(λkxDkx,ky − λkyCkx,ky) − 2γaAkx,ky + 2γha δkx,ky , (4.32)

Ḃkx,ky = i(λkxCkx,ky − λkyDkx,ky) − 2γbBkx,ky + 2γhb δkx,ky , (4.33)

Ċkx,ky = i(λkxBkx,ky − λkyAkx,ky) − γ̄Ckx,ky , (4.34)

Ḋkx,ky = i(λkxAkx,ky − λkyBkx,ky) − γ̄Dkx,ky , (4.35)

where we have defined Akx,ky = ⟨â†
kx
âky⟩, Bkx,ky = ⟨b̂†kx b̂ky⟩, Ckx,ky = ⟨â†

kx
b̂ky⟩, and Dkx,ky =

⟨b̂†kx âky⟩. Hence, we have transformed a general set of 4N coupled differential equations
into a reduced one of only 4 coupled equations, which can readily be solved. In the
following we calculate explicitly the general solution of Eqs. (4.32-4.35) in the cases in
which EPs are observed and the stationary state of the system.

EPs in the second moments. Let us take an initial condition that is uniform along
each sublattice, ⟨â†

nâm⟩0 = naδn,m, ⟨b̂†nb̂m⟩0 = nbδn,m and ⟨b̂†nâm⟩0 = ⟨â†
nb̂m⟩0 = 0 ∀n,m, and

analyze the evolution of the population of each mode. Using the orthogonality properties
of the canonical transformation defined in Eq. (4.6), we can show that in the k-basis the
initial condition reads:

⟨â†
kx
âky⟩0 = naδkx,ky , ⟨b̂†kx b̂ky⟩0 = nbδkx,ky (4.36)

and the rest of second moments are zero. Then, all sectors of Eqs. (4.32-4.35) with kx ≠ ky
vanish identically at all times. The solutions in the k-basis and in s-domain are:

Akl,kl(s) =
[2λ2

kl
+ (s + 2γb)(s + γ̄)]A(s) + 2λ2

kl
B(s)

(s + γ̄)(s + 2Ω+
kl
)(s + 2Ω−

kl
) , (4.37)

Bkl,kl(s) =
[2λ2

kl
+ (s + 2γa)(s + γ̄)]B(s) + 2λ2

kl
A(s)

(s + γ̄)(s + 2Ω+
kl
)(s + 2Ω−

kl
) , (4.38)

Ckl,kl(s) =
iλkl[(s + 2γa)B(s) − (s + 2γb)A(s)]

(s + γ̄)(s + 2Ω+
kl
)(s + 2Ω−

kl
) , (4.39)

with Dkl,kl(s) = C∗
kl,kl

(s), A(s) = na+2γha /s and B(s) = nb+2γhb /s. As before, the dynamics
of the second moments in the site basis can be obtained transforming back to time domain
and writing

⟨â†
nâm⟩ =

N

∑
l=1

Akl,klS
(a)
m,kl

S
(a)
n,kl

, ⟨b̂†nb̂m⟩ =
N

∑
l=1

Bkl,klS
(b)
n,kl

S
(b)
m,kl

,

⟨â†
nb̂m⟩ =

N

∑
l=1

Ckl,klS
(a)
n,kl

S
(b)
m,kl

, ⟨b̂†nâm⟩ =
N

∑
l=1

Dkl,klS
(b)
n,kl

S
(a)
m,kl

.

(4.40)

From Eqs. (4.37-4.39) it is clear that Akl,kl , Bkl,kl and Ckl,kl display the same dynamical
regimes as the first moments, and thus the time evolution of the second moments presents
also the characteristic features of each regime: only one frequency (ω0) and multiple
decay rates in the single-frequency regime, polynomial corrections in the decay just at
the EP, and multiple frequencies with the same decay rate in the two-frequency regime.
Indeed, here at the EP three poles coalesce, which makes the polynomial corrections to
be quadratic in time. Examples of the emergent dynamics in the site basis are plotted in
Fig. 4.3 (b).

Stationary state. Two key observations are needed to find the stationary state: only
the equations for the blocks with kx = ky have sources, and all blocks described by a
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homogeneous system of equations go to zero in the stationary state. Then, setting the
time derivatives of Eqs. (4.32-4.35) to zero and solving the algebraic equations, we can
obtain the nonzero moments in the stationary state2. In this way the obtained stationary
second moments recombined in the site basis read as:

⟨â†
nâm⟩ss =

N

∑
l=1

[
(γbγ̄ + λ2

kl
)γha + λ2

kl
γhb

γ̄λ2
kl
+ γaγbγ̄

]S(a)
n,kl
S(a)
m,kl

, (4.41)

⟨b̂†nb̂m⟩ss =
N

∑
l=1

[
(γaγ̄ + λ2

kl
)γhb + λ2

kl
γha

γ̄λ2
kl
+ γaγbγ̄

]S(b)
n,kl
S(b)
m,kl

, (4.42)

⟨â†
nb̂m⟩ss =

N

∑
l=1

[ iλkl(γaγ
h
b − γbγha )

γ̄λ2
kl
+ γaγbγ̄

]S(a)
n,kl
S(b)
m,kl

, (4.43)

and ⟨b̂†nâm⟩ss follows from Eq. (4.43) exchanging the labels a↔ b. In case that sublattice
effective temperatures are the same, n0 = γha /γa = γhb /γb, we recover the familiar scenario
induced by the presence of local losses in the Lindblad equation (2) in which the only
nonzero moments are ⟨â†

nân⟩ss = ⟨b̂†nb̂n⟩ss = n0 ∀n. However, in the general case off-
diagonal terms are also present, which can lead to the presence of correlations in the
stationary state of the system. Indeed, as the master equation (2) is bilinear in the mode
operators, if the initial state is Gaussian the stationary state too, and we can fully describe
it constructing the covariance matrix, σ, from the above solutions [266, 267], which displays
the characteristic block diagonal structure of our system: σ = ⊕N

l=1 σkl . Notice that even
though the difference in sublattice effective temperature can induce non-local correlations
in the steady states, such correlations are not related to the transient dynamics and to
the presence of EPs and will not be reported here.

4.2.5 Emission spectrum.

As described by Eq. (4.2), our open quantum system is subjected to the influence of
the environments, which cause fluctuations and fluxes of energy. These effects can be
characterized by means of the emission and absorption fluctuation spectrum which can
be computed from two-time correlation functions in the stationary state [59, 60]. In this
section we show that in these quantities, we also find signatures of the different dynamical
regimes, and thus of the presence of EPs.

In Fig. 4.4 we plot the emission spectrum S(∆) = 2Re[⟨â†
1â1(∆)⟩] versus the coupling

strength for a chain of six elements (N = 3) and with n0 = γha /γa = γhb /γb. This quantity is
defined from

⟨â†
1â1(∆)⟩ = limt→∞∫

∞

0
dτ⟨â†

1(t)â1(t + τ)⟩ei∆τ (4.44)

with ∆ = ω −ω0, which can be computed from the previous results following the quantum
regression theorem [59] (see appendix E). In panels (b) and (d) we show two limiting
cases in which: for λ/ω0 = 0.02 the system response is characterized by one frequency (all
k-modes are in the single-frequency regime) and for λ/ω0 = 0.35 the system response is
characterized by six frequencies (all k-modes are in the two-frequency regime). In panel
(a) one can observe the progressive emergence of EPs with the coupling, i.e. a continuous
splitting of peaks as the coupling λ increases. As before, despite the singular character of
EP, the dynamical behavior is continuous in the transition from one regime to the other.

In order to better understand these results, we look at the spectrum

S(∆) =
N

∑
l=1

S(a)
1,kl

Re[⟨â†
1âkl(∆)⟩] (4.45)

2This can also be obtained from the residue of the pole s = 0 of Eqs. (4.37-4.39).
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Figure 4.4: (a) In color emission spectrum, S(∆/ω0)/n0, of the first site. Dashed white lines correspond
to the eigenfrequencies of the system given by the imaginary part of Eq. (4.10). (b-d) S(∆/ω0)/n0 of the
first site for different coupling strengths: (b) λ/ω0 = 0.02, (c) λ/ω0 = 0.1, (d) λ/ω0 = 0.35. In all figures
N = 3, γa/ω0 = 0.1, γb/ω0 = 0.01 and n0 = γha /γa = γhb /γb.

considering its components in the k-basis and for the different regimes. In the single-
frequency regime we find:

⟨â†
1âkl(∆)⟩ =

n0S(a)1,kl

(γ+kl − γ
−
kl
)[

(γ+kl − γb)(γ
+
kl
+ i∆)

∆2 + γ+2
kl

−
(γ−kl − γb)(γ

−
kl
+ i∆)

∆2 + γ−2
kl

], (4.46)

while in the two-frequency regime we find:

⟨â†
1âkl(∆)⟩ =

n0S(a)1,kl

2iνkl
[
(γb−γa

2
+ iνkl)( γ̄2 + i(∆ + νkl))
γ̄2

4
+ (∆ + νkl)2

−
(γb−γa

2
− iνkl)( γ̄2 + i(∆ − νkl))
γ̄2

4
+ (∆ − νkl)2

]. (4.47)

It is remarkable the similitude between the expressions given in Eqs. (4.23) and (4.24)
and the ones obtained here, for the same regimes. In fact, in panels (b) to (d) of Fig. 4.4
one can observe the same characteristic features of each regime: the interference windows
in the single-frequency regime, and the expected Lorentzians in the two-frequency regime.
These features can be clearly identified in Eqs. (4.46) and (4.47). In the single-frequency
regime we always have γ+kl > γ

−
kl

≥ γb. Hence, from Eq. (4.46), we clearly see that the
spectrum is made of a Lorentzian dip with the smallest decay rate on top of a Lorentzian
with the larger one. In Fig. 4.4 (b) all k-modes are in this regime, which explains the
observed shape. This dip is also observed in panel (c) as λk3 is still below the critical value
(EP). Thus, in Eq. (4.46) we recognize a clear manifestation of the interference effect also
found in the transmission spectrum: in the single-frequency regime two modes with the
same frequency but different damping rate γ±kl interfere destructively and inhibit (in the
present case) thermal emission at a frequency in which the system is actually resonant.

In contrast, this interference effect is not present in the two-frequency regime. From Eq.
(4.47) we see that the spectrum is composed of different frequencies which, for large enough
coupling strength, can be observed as well defined resonance peaks in the spectrum [Fig.
4.4 (d)]. These two different regimes have been observed in different physical systems, as
for instance inhibited emission in a system of two coupled mechanical modes [323] (single-
frequency regime) or the so called parametric normal mode splitting in optomechanical
systems [324, 325] (two-frequency regime).
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4.3 Synchronization and coalescence in a spin system

One of the most striking results of the previous section is that the interplay between
coherent and incoherent processes enables a regime in which all the modes of the array
display a single frequency, before the occurrence of the first EP. Indeed, this raises the
question on the relation of this regime with synchronization. In this sense, it is interesting
to comment on the case of a system of two detuned atomic clouds dissipatively coupled
(through a cavity mode) and incoherently pumped [46] (this is a system of the family of
”superradiant lasers” [264, 326, 327]). In a semiclassical approximation, a synchronization
regime is identified from the light emitted by this cloud; varying the coupling between the
two clouds, a bifurcation of the frequencies of light emission is observed, similar to what we
have observed for each k-mode in the previous section, which also leads to a monochromatic
regime that is interpreted as the two detuned clouds becoming synchronized [46]. In fact,
following the analysis of this chapter, we can identify an EP in the non-Hermitian matrix
(approximately) governing the emission of light by this system.

In this section, we consider the simplest case of two qubits with the basic coherent and
incoherent processes of this mesoscopic cloud. By doing so, we intend to tackle several
questions. First, considering just two qubits we will be able to explore the full quantum
dynamical system, and analyze the presence of EPs in the Liouvillian. Second, if we
find monochromatic regimes, we can compare the synchronized dynamics in these regimes
enabled by coalescence with the phenomenon of transient synchronization occurring in
the presence of multiple frequencies, and known to occur in between slightly detuned spin
systems with collective dissipation [5, 45, 90].

4.3.1 Spin qubit dimer with collective dissipation and incoherent pump-
ing

We consider a dissipative system of two qubits described by the following Born-Markov
master equation for their density matrix ρ̂ (h̵ = 1)

d

dt
ρ̂ = −i[Ĥ, ρ̂] + 2γD[L̂]ρ̂ +w(D[σ̂+1 ]ρ̂ +D[σ̂+2 ]ρ̂), (4.48)

where the rising and lowering operators σ̂±j for spin j = 1,2 are defined as usual from the

Pauli matrices σ̂x,y,zj [59], and L̂ = (σ̂−1 + σ̂−2 )/
√

2. Two types of incoherent processes are

taken into consideration: the qubits dissipate collectively through L̂ and with rate 2γ, and
a local incoherent pumping acts on each spin with rate w. The Hamiltonian part of this
model reads as

Ĥ = ω1

2
σ̂z1 +

ω2

2
σ̂z2 + s12(σ̂−1 σ̂+2 + σ̂+1 σ̂−2 ), (4.49)

and describes two detuned spins with δ = ω1 − ω2, and central frequency ω0 = (ω1 + ω2)/2,
which interact coherently through the exchange term with rate s12.

The phenomenological model that we consider lies can describe recent experiments
in which a small number of two-level systems interact and display signatures of collective
dissipation as subradiant and superradiant effects. The nature of the two-level systems and
the origin of these interactions are diverse, as for instance: trapped atoms [237, 259] and
ions [257] interacting through waveguides or cavity modes, or photon-mediated interactions
between color centers in diamond [30], or superconducting qubits with photon-mediated
interaction in 1D lines [28] or in the bad cavity limit [29]. Some theoretical works dealing
with collective dissipation, as in our work, analyze the coupling to a common cavity mode
in the bad cavity limit [46], the coupling to a common structured bath [243, 244] or to
an effective one-dimensional bath as in waveguides [328], photonic nanostructures [245] or
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Figure 4.5: All panels: analysis of coalescence in ¯̄Lb for ω0/γ = 20 and s12 = 0. (a) Imaginary part of the
eigenvalues (eigenfrequencies) varying δ/γ, for w/γ = 0.25. In solid red and dashed blue the two different
pairs of eigenvalues that coalesce. (b) The real part of the corresponding eigenvalues (decay rates). (c)
Product of the corresponding pair of eigenvectors that coalesce. (d)-(f) Same quantities as in (a)-(c) but
fixing δ/γ = 0.4 and varying w/γ. Notice that the smallest (in absolute value) decay rate is not zero for
w/γ = 0 as it can be checked from Eq. (E.17). Here only a pair of eigenvectors coalesce (twice).

microwave transmission lines [329]. Furthermore, tailored local incoherent processes such
as the incoherent pumping can be realized addressing auxiliary energy levels of the spin
system [46, 255].

Finally, an important remark on the parameter values is that we consider them to
follow a hierarchy given by ω0 ≫ δ, s12, γ,w and w, δ, s12 ∼ γ, as it is a usual requirement
for this kind of phenomenological models to have a microscopic origin [90, 225], while
mutual dependencies between the values of these parameters are not considered, allowing
for their independent variation.

4.3.2 Exceptional points in the Liouvillian

In spite of its simplicity, the model of Eqs. (4.48) and (4.48) displays several regimes
separated by exceptional points, as conveniently described within the Liouville formalism.
Indeed, as explained in chapter 2, an isomorphism can be adopted which maps ρ̂ into the
16-dimensional vector ∣ρ⟫, and the Liouville super-operator L into a 16×16 matrix ¯̄L. The
time evolution of the density matrix can then be rewritten as a vector equation ∣ρ̇⟫ = ¯̄L∣ρ⟫.
How to explicitly build ¯̄L is detailed in appendix E, where we generalize the results of
[90] to the case of incoherent driving. This matrix is block diagonal, ¯̄L = ⊕µ

¯̄Lµ, with
µ ∈ {a, b, c, d, e}, the different blocks being related to the dynamics of different observables
(in appendix E we give the explicit expressions of such matrices). For instance, the
dynamics of populations ⟨σ̂zj ⟩ is entirely described by ¯̄La, while the dynamics of coherences

⟨σ̂x,yj ⟩ by ¯̄Lb and ¯̄Lc = ¯̄L∗b . Such a block structure is a direct consequence of a symmetry
on the superoperator level, that is, the invariance of the Liouvillian under the action of
the total-number-of-particles superoperator, and appears every time the (partial) secular
approximation holds. Thus, it can be found in a very broad class of systems, as detailed
in Ref. [269].

Within this formalism, the general solution of the master equation at time t can be
formally written as (see chapter 2):

∣ρ(t)⟫ =∑
µ
∑
k

pµ0k ∣τ
µ
k ⟫ eλ

µ
k
t, (4.50)

where µ runs over the five blocks of ¯̄L and k between 1 and the dimension of the cor-
responding block (where the block dependence µ of kµ is omitted). In Eq. (4.50), we
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Figure 4.6: Diagram of eigenfrequencies of ¯̄Lb for ω0/γ = 20 and s12 = 0. The white lines stand for second
order EPs and separate the regions with different number of eigenfrequencies and decay rates. The lines
δ/γ = 0 and w/γ = 0 are not resolved in this plot, but analytical expressions are available (appendix E). In
black, we have the SFR in which there is only one eigenfrequency (−ω0) and four decay rates. In purple,
the TFR where there are three eigenfrequencies and three decay rates. In yellow the FFR where four
eigenfrequencies and two decay rates are found. The most prominent features are displayed in this range
of detunings and pumping rates.

have introduced the right (left) eigenvectors of the Liouvillian ∣τµk ⟫ (∣τ̄µk ⟫), their respective

eigenvalues λµk , defined through ¯̄L∣τµk ⟫ = λµk ∣τ
µ
k ⟫ ( ¯̄L†∣τ̄µk ⟫ = λµ∗k ∣τ̄µk ⟫) and the weight of the

initial conditions pµ0k =
⟪τ̄µ
k
∣ρ(0)⟫

⟪τ̄µ
k
∣τµ
k
⟫ , where we use the Bra-Ket notation. Notice that left and

right eigenvectors form a biorthogonal basis: ⟪τ̄µj ∣τνk ⟫∝ δµνδjk.

Vanishing coupling (s12 = 0). Being the system open, ¯̄L is non-Hermitian, so it is
actually possible to have EPs in which the matrix is non-diagonalizable [209, 268]. Here,
we focus on the EPs occurring in ¯̄Lb(c), as they are relevant for the emergence of synchro-

nization [5, 90]. However, we notice that ¯̄La is also able to display EPs (see appendix
E). In Figures 4.5 and 4.6 we analyze the presence of EPs in ¯̄Lb for s12/γ = 0. We first
show particular examples of the EPs by tuning δ/γ (a)-(c) and w/γ in (d)-(f). Then,
in Fig. 4.6, the overall picture is presented as a function of both detuning and pumping,
showing the parameter regions where the Liouvillian displays from one to four frequencies:
single-frequency regime (SFR), and similarly for three (TFR) and four (FFR).

In Figs. 4.5 (a) and (d), we plot the imaginary part of the eigenvalues (eigenfrequen-
cies), in (b) and (e) their real part (decay rates), and in (c) and (f) the absolute value
of the product of the coalescing (normalized) eigenvectors ∣⟪τ bj ∣τ bk⟫∣ that is going to reach

value one in the presence of coalescence. Both EPs appearing in ¯̄Lb(c) are second order:
two eigenvalues become the same and the corresponding eigenvectors become linearly de-
pendent. Both varying detuning [as shown in Figs. 4.5 (a)-(c)] and incoherent pumping
[in panels (d)-(f)] we show coalescence of different modes. As detailed in appendix E, in
the absence of incoherent pumping w/γ = 0, all eigenvalues [Eq. (E.17)] depend on the
coherent coupling through the term

V =
√

(γ + i2s12)2 − δ2 (4.51)

Hence, for s12 = 0 (as in Fig. 4.5), we can see the two EPs arise for the same value δ = γ
where Eq. (4.51) vanishes. In this special case, w/γ = 0, the emerging frequencies are
degenerate and given by ω0 ± Im(V )/2. The physical intuition in this case is that the
detuning needs to overcome the dissipation in order to induce the oscillatory behavior of
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the system, somehow analogously to an overdamped to underdamped transition in the
case of oscillators, but keeping in mind that here ω0/γ ≫ 1.

The importance of EPs in the present context is that they separate dynamical regimes
characterized by a different number of frequencies when varying w/γ and δ/γ (Fig. 4.6).
Three different regimes are found: SFR, TFR and FFR, all of them separated by lines of
second order EPs (white lines). We will see that the presence of EPs, enabling different
frequency regions (SFR, TFR and FFR), leads to a regime with spontaneous synchro-
nization. Finally, here we have focused in the case of zero coherent coupling, as when
s12/γ ≠ 0 numerical analysis reveals that the system generally displays four frequencies
and four decay rates as EPs are not present.

4.3.3 Synchronization of the coherences

Having established the presence of a monochromatic regime enabled by coalescence, we
now address the synchronization dynamics associated with it, looking at the spin coher-
ences (living in the ¯̄Lb(c) sectors). As we will see, synchronization emerges as a transient
monochromatic oscillation in which the coherences of both qubits remain phase-locked,
until they finally reach the non-oscillatory stationary state of the system. Moreover, we
will compare this scenario with that in which synchronization emerges in presence of mul-
tiple frequencies, happening for s12/γ ≠ 0. This is the more usual scenario for transient
synchronization [90], also studied in chapter 3, for which we also study the unexplored
effects of incoherent pumping.

Synchronization in the SFR. The dynamics of the coherences (e.g. ⟨σ̂x1,2⟩) displays an
oscillatory decay towards the stationary state. We aim to establish if this SFR dynamics
can be understood as synchronization. We make use of the Pearson factor and its max-
imized version, optimized over all possible phase shifts, which are well known measures
of synchronization [44, 90] (see Eq. (3.21) and appendix B). As a first remarkable result,
and in spite of the presence of just one frequency, we find that phase-locking between the
dynamics of the coherences is not guaranteed from the beginning. This is evident in Fig.
4.7 (a) in which the phase between the trajectories slips from zero to almost π at γt ≈ 4,
where it remains locked until the oscillation completely decays out. The Pearson factor
accounting for delay (purple dashed line) is a good measure of the final synchronous oscil-
lation, while we can appreciate the transient phase slip as signaled by the bare indicator
(green solid line).

The slip of the relative phase can be understood by analyzing the formal solution of
⟨σ̂x1,2⟩ (see appendix E). Indeed, we can particularize Eq. (E.22) to the SFR in which

Im(λbk) = −ω0 ∀k and hence

⟨σ̂xj (t)⟩ =
4

∑
k=1

2∣pb0k⟨τ bk⟩xj ∣eRe(λbk)t cos[ψbk,xj − ω0t], (4.52)

the coefficients being defined in the appendix and j = 1,2. Importantly, both the weight
(pb0k) and phase (ψbk,xj) associated with each eigenvalue depend on the initial condition.
Then, from Eq. (4.52) we find that there are multiple terms oscillating at the same
frequency but with different phases. The relative importance of each term changes in
time due to the time dependent part of the weight factor eRe(λbk)t, where the eigenvalues
of ¯̄Lb are ordered such that λb4 is the one with the smallest real part in absolute value.
This makes the relative phase between the qubits slip from the initial value determined
by the initial condition to ∆ψ = ψ4,x1 − ψ4,x2 in a timescale related to Re(λb3), in which
all terms in Eq. (4.52) except the less damped one (k = 4) are damped out. Notice
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Figure 4.7: Main panels: ⟨σ̂x1 ⟩ (red thick line) and ⟨σ̂x2 ⟩ (blue thin line) for the initial condition ∣φ0⟩ =
(∣ee⟩ + ∣eg⟩ + ∣ge⟩ + ∣gg⟩)/2. Insets: C⟨σ̂x

1
(γt)⟩,⟨σ̂x

2
(γt)⟩(γ∆t) (green solid line) and Cmax (purple dashed line)

with ∆t = 1.2/γ and delay range δτ = 0.35/γ. (a) SFR with parameters ω0/γ = 20, s12/γ = 0, w/γ = 0.1,
δ/γ = 0.3. (b) FFR with parameters ω0/γ = 20, s12/γ = 1, w/γ = 0.1, δ/γ = 2.

that, the more similar Re(λb3,4) are, the more damped the oscillations when the relative
phase eventually locks will be, although the relative phase shift between the qubits will
be generally more difficult to appreciate. The dependence of the weights on the initial
condition can be illustrated considering the same parameters as in Fig. 4.7 but with the
initial condition ∣φ0⟩ = (∣ee⟩ − ∣eg⟩ + ∣ge⟩ − ∣gg⟩)/2, in which the relative phase is almost π
from the beginning (not shown here). We conclude that in spite of the monochromatic
spectrum, synchronization still emerges after a transient as in other scenarios described
before, as a progressive phase-locking.

It is also interesting to comment on the general effect of increasing the incoherent
pumping rate w/γ. As we have shown in Fig. 4.6 the SFR involves a wide range of values
of w/γ, which implies that frequency degeneracy is present for large w/γ too. Nevertheless,
the decoherence rate increases significantly with w/γ (as also appreciated in panel (e) of
Fig. 4.5), strongly damping the coherent oscillations of ⟨σ̂x1,2⟩. Thus, the amplitude of the
synchronous oscillation decreases significantly with increasing incoherent pumping, which
makes the phenomenon harder to be observed and finally hinders it.

Synchronization in the presence of multiple frequencies. We now consider the
case where multiple frequencies are present (s12/γ ≠ 0) since the early stage of the dynam-
ics. In this case, synchronization can only emerge in the presence of a slowly dissipating
eigenmode, i.e. when Re(λb4)/Re(λb3) ≪ 1, which leads to frequency selection, analogously
to what we have found in chapter 3. This statement can be understood analyzing the for-
mal solution of ⟨σ̂x1,2⟩ given in Eq. (E.22): at the beginning the four different frequencies are
involved and thus the qubits oscillate irregularly; however, as each frequency component
decays with a different rate given by Re(λbk), after a transient time, if Re(λb4)/Re(λb3) ≪ 1,
there is a significant oscillation governed by the eigenmode with the smallest decay rate
Re(λb4), making the qubits to oscillate synchronously with the phase difference locked to
∆ψ = ψ4,x1 − ψ4,x2. An example of such phenomenon is shown in Fig. 4.7 (b), where
we can observe that after a time of about γt ≈ 4 the two qubits oscillate synchronously
with a difference of phase of about π. The Pearson factor maximized to allow for a phase
shift reaches a stationary value close 1. When comparing panels (a) and (b), we notice
that in both cases synchronization emerges after a transient of a similar duration and
the lasting amplitudes are of similar magnitude, while in the latter case the transient to
synchronization displays beatings related to the presence of multiple frequencies.
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Figure 4.8: (a) In color: maximized Pearson factor measure Cmax at time γt = 6 considering ⟨σ̂x1 ⟩ and ⟨σ̂x2 ⟩
for the initial condition ∣φ0⟩ = (∣ee⟩ + ∣eg⟩ + ∣ge⟩ + ∣gg⟩)/2. The dark red regions indicate the emergence of
synchronization. (b) In color: ratio of the two smallest decay rates Re(λb4)/Re(λb3) varying w/γ and δ/γ,
with the other parameters fixed to ω0/γ = 20 and s12/γ = 1.

Effects incoherent pumping. The influence of the different parameters on the syn-
chronization behavior can be analyzed systematically by studying the ratio of the two
smallest eigenmode decay rates (as in chapter 3). Indeed, the case with w/γ = 0 was
already studied in Ref. [90], in which it was shown that the more detuned are the qubits,
the more coherent coupling is needed for synchronization to emerge, analogously to the
classical Arnold-tongue behavior. Here, we find that a nonzero w/γ preserves this overall
behavior but decreases the capacity of the qubits to synchronize. The detrimental effect
of the incoherent pumping can be understood by recalling that it constitutes an additional
decoherence channel acting locally on each qubit, and thus as w/γ is increased, the effect
of the common environment is counteracted by local decoherence which decreases the dis-
parity between the two smallest decay rates. In this sense, its detrimental effects parallel
those of pure dephasing, which is known to decrease the disparity of the eigenmode decay
rates, as reported in Refs. [5, 45, 90].

The effects of incoherent pumping on synchronization are studied systematically in
Figures 4.8 in which the maximized Pearson factor after an initial transient, (a), and the
ratio of the two smallest eigenmode decay rates, (b), are plotted varying w/γ and δ/γ.
Focusing on panel (b), for small enough w/γ, we can see that there is one decay rate
significantly smaller than the rest, enabling the emergence of synchronization [as in Fig.
4.7(b)]. However, as w/γ increases this ratio tends to one and synchronization no longer
emerges. This is also captured by the maximized Pearson factor, (a), which indicates
that, for a given detuning, increasing w/γ eventually destroys synchronization. Indeed,
the region of panel (a) in which this indicator takes the largest values is well correlated
with the region in panel (b) in which Re(λb4)/Re(λb3) takes the smallest values, indicating
good agreement between both indicators of synchronization (as also observed in chapter 3
for two harmonic oscillators). Moreover, notice that the overall magnitudes of the decay
rates increase with w/γ causing also a faster damping of the coherent oscillations.

Synchronization and subradiance. A common aspect of both synchronization sce-
narios (SFR and multiple frequencies) is that they are intimately related to subradiance,
as in both cases there is a collective mode that can display a significantly smaller damping
rate. In the SFR, this mode is the one that phase-locks the qubits, and since all of them
have the same frequency, we find that this scenario is accompanied by sub/superradiance
in the presence of frequency degeneracy. Otherwise, in the presence of multiple frequen-
cies, synchronization is intimately related to non-degenerate subradiance, as also reported
in Ref. [90] in which this spin system is considered in the absence of pumping.
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Figure 4.9: (a) and (b) Fourier transform of ⟨L̂(τ)L̂†(0)⟩ss. (c) and (d) Fourier transform of
⟨σ̂−1(2)(τ)σ̂+1(2)(0)⟩ss in red solid (blue dashed) lines. In all panels ω0/γ = 20, δ/γ = 0.5. The rest of
parameters: (a), (c) w/γ = 0, s12/γ = 0 and (b), (d) w/γ = 0, s12/γ = 1.

4.3.4 Signatures of synchronization in the correlation spectrum

We now present a complementary view of the phenomenon of synchronization, analyzing
its signatures in the two-time correlation spectrum, an indicator relevant when probing
the system and accessible in many setups. This approach to characterize synchronization
better illustrates the relation between synchronization and super/subradiance phenomena,
and was taken for instance in Ref. [46], and it will also enable us to establish connections
with the results presented for the harmonic oscillators (Sect. 4.2.1).

The correlations considered here lie in the same Liouvillian sectors ¯̄Lb(c) as the local
observables considered in the previous subsection. In particular, we consider two-time
correlations for collective spin operators ⟨L̂(t+ τ)L̂†(t)⟩ [we remind that L̂ = (σ̂−1 + σ̂−2 )

√
2]

as well as for local ones, ⟨σ̂−j (t+τ)σ̂+j (t)⟩, and we illustrate the signatures of synchronization
and coalescence. We will illustrate the main ideas considering the case with w/γ = 0, as
we can guide the numerical results with analytical expressions (appendix E). Finally, we
will comment on the main effects of a non-zero incoherent pumping.

Collective two-time correlations. We start analyzing the correlation spectrum for
collective operators SL̂L̂†(ω) in the SFR [Fig. 4.9 (a)] induced by coalescence. From this
panel, we clearly observe signatures of super- and subradiant behavior, the latter being
related to the eigenmode synchronizing the qubits. Moreover, we immediately observe that
the spectrum is made of a combination of several Lorentzians that interfere at a certain
point. In the SFR the interference occurs just at the resonance frequency ω0/γ.

Considering the exact expressions for SL̂L̂†(ω) we find that (appendix E), in the SFR

SL̂L̂†(ω) =
2

V
[ (ω + ω0)2

(ω + ω0)2 + 1
4
(γ − V )2

− (ω + ω0)2

(ω + ω0)2 + 1
4
(γ + V )2

]. (4.53)

This corresponds to two superposed (interfering) resonances, opposite in sign and each
centered at the same frequency ω0 but with a different decay rate (in this case V is real),
which yield a broad peak with a transparency window whose width is given by the narrow
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resonance. Notice that the width of the narrow and broad resonance can be quite disparate
for small enough detuning, leading to pronounced degenerate subradiant and superradiant
eigenmodes, the former enabling phase-locking of the coherences.

In the case s12/γ ≠ 0, V becomes complex, and we denote its real and imaginary parts
as VR and VI respectively. The exact results now read as

SL̂L̂†(ω) =
2(ω + ω0 − s12)

∣V ∣2 [
γ VI

2
+ VR(ω + ω0 − VI)

(ω + ω0 − VI
2
)2 + 1

4
(γ − VR)2

−
γ VI

2
+ VR(ω + ω0 + VI)

(ω + ω0 + VI
2
)2 + 1

4
(γ + VR)2

], (4.54)

in which we observe again the interference of two resonances, but now centered at different
frequencies ω = ω0 ± VI/2 and with different decay rates. Notice that here completely
destructive interference occurs at ω = −ω0+s12. Moreover, for s12/δ ≫ 1, VR ≈ γ while VI ≈
2s12, which implies that there is a significantly superradiant eigenmode and a significantly
subradiant one, the latter being the one synchronizing the spins. This is clearly observed
in Fig. 4.9 (b), in which the superradiant eigenmode is centered around ω ≈ −ω0 − s12 and
the subradiant one at around ω ≈ −ω0 + s12.

Local two-time correlations. We now compare these results with the ones for local
correlation spectra (for each spin) ⟨σ̂−1(2)(τ)σ̂

+
1(2)(0)⟩ss. In Fig. 4.9 (c) we can observe that

Sσ̂−
1(2)

σ̂+
1(2)

(ω) displays a Fano-like resonance, as we can clearly appreciate an asymmetric

peak slightly displaced at the left (right) of ω0. This is still an interference effect as the
exact results show:

Sσ̂−
1(2)σ̂

+
1(2)

(ω) = 2

V
[
(ω + ω0)[ω + ω0 ∓ δ

2
] + γ

4
(γ − V )

(ω + ω0)2 + 1
4
(γ − V )2

−
(ω + ω0)[ω + ω0 ∓ δ

2
] + γ

4
(γ + V )

(ω + ω0)2 + 1
4
(γ + V )2

], (4.55)

where the upper sign corresponds to spin 1 and the lower sign to spin 2. Here, we find the
peaks of each spin to be centered at slightly shifted frequencies: the two-time correlations
of each spin are affected by the presence of the other one, that is detuned, and each
spectrum experiences a pushing effect. Of course these self-correlations enter also in the
collective spectra described above but there the cross-correlations between spins also play
a major role.

In the case of s12/γ ≠ 0, Fig. 4.9(d), we see that the self-correlations mainly display
the sharp peak also present in the collective spectrum of correlations: the superradiant
eigenmode is barely visible in this case while the subradiant one is the main contribution.
The main reason for the difference between Figs. 4.9 (d) and 4.9 (b) is that the collective
operator in the former is almost orthogonal to the subradiant eigenmode. In fact L̂ is ex-
actly the superradiant eigenmode in the absence of detuning. Therefore, the contributions
of both eigenmodes acquire the same importance in the collective spectrum. In this case
the analytical results are too cumbersome to provide additional insights.

As anticipated, we have found that synchronization is intimately related to the emer-
gence of subradiance: as the long-lived subradiant mode is the one synchronizing the
qubits, and which dominates the dynamics towards the stationary state of the system.
Moreover, we have found that the results for the SFR and collective correlations parallel
the ones we have found in the case of the array of harmonic oscillators, both for the trans-
mission and the emission spectra, in which the monochromatic regime is signaled by an
interference window just at resonance.

Effects of the incoherent pumping. When allowing for incoherent pumping, i.e.
w/γ ≠ 0, we observe a progressive smoothing out of the signatures of super/subradiant
behavior in the spectrum (Fig. 4.10). In particular, we can see how the visibility of the
interference effects decreases. In the SFR and for the collective correlation, the depth of
the central dip decreases and its width increases, while for local correlations the resonance
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Figure 4.10: (a) and (b) Fourier transform of ⟨L̂(τ)L̂†(0)⟩ss. (c) and (d) Fourier transform of
⟨σ̂−1 (τ)σ̂+1 (0)⟩ss, w/γ = 0.05 in red solid lines and w/γ = 0.1 in blue dashed lines.. In all panels ω0/γ = 20,
δ/γ = 0.5. The rest of parameters: (a), (c) s12/γ = 0. (b), (d) s12/γ = 1.

becomes less asymmetric. In the case of s12/γ = 1 [panels (b) and (d)], we see that the width
of the subradiant eigenmode increases significantly. Indeed, for the collective correlation,
the corresponding peak becomes barely visible, while for the local correlations it still
dominates but with a significant decrease (increment) of the height (width) [compare with
Fig. 4.9 (d)]. These effects are a clear manifestation of the fact that this local incoherent
process counteracts collective dissipation, the latter being the mechanism behind strong
disparities in the decay rates of the eigenmodes in the model described by Eqs. (4.48) and
(4.49).

4.4 Concluding remarks

In this chapter we have reported the presence of EPs in the dynamics of two very different
systems: a 1D array of quantum harmonic oscillators with staggered losses [4], and a
system of two detuned spins with collective dissipation and incoherent pumping [7]. In both
cases, we have found that the right interplay between coherent and incoherent processes
enables the presence of such spectral singularities and of the dynamical phenomenon that
follows them. Indeed, EPs have been reported for other open quantum systems recently,
as in Refs. [35, 209, 330, 331], and we will meet them again in chapters 6 and 7, in which
they play an important role. This suggests that this kind of spectral singularities might
be a common feature of the non-equilibrium dynamics of dissipative quantum systems in
which non-Hermitian matrices are ubiquitous.

Monochromatic regime. As discussed in chapter 2, EPs are behind intriguing physi-
cal phenomena such as parity-time symmetry breaking or chiral effects for adiabatic EP
encircling [207]. Here, we have focused on the fact that these spectral non-analycities
separate different dynamical regimes. The 1D scenario that we have studied constitutes a
many-oscillator generalization of simpler two-mode systems in which EPs were known to
occur [207]. Moreover, the fact that the system is extended does not hinder the presence
of coalescence: this is present as long as there is the right interplay between coherent
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and incoherent processes. Indeed, the topology of this array enables a cascade of succes-
sive EPs for increasing coupling strength. As a result, there emerges a monochromatic
regime in which the 2N collective modes display the same frequency, which leads to inter-
ference windows when probing the system, and which parallel those generally identified
in the context of EIT, coupled resonator induced transparencies, and Fano resonances
[315, 316, 318, 319, 321, 322, 325]. On the other hand, as we have shown in several occa-
sions, the fact that EPs are singular points does not lead to a singularity in the temporal
dynamics of expectation values: rather the considered quantities evolve continuously from
one regime to another. This also occurs in the spin system, and it remains an open ques-
tion to find a dynamical quantity in which such singular character can be identified, or
even whether such a quantity exists.

Synchronization and coalescence. The reported monochromatic regime for the two
spins naturally connects with the topic of synchronization. Here, we have established the
emergence of mutual synchronization in this regime, and we have compared this scenario
with the one in the presence of multiple frequencies, occurring in the same system for
different parameter values and also in other similar spin systems [45, 90]. In particular,
we have found that in the SFR, synchronization generally emerges after a transient in
which the qubits display a sort of dephasing between their oscillations. While this might
seem surprising in a monochromatic regime, we have traced it back to the presence of
several collective modes with the same frequency but different decay rate. Then, this
effective dephasing can be regarded as the temporal counterpart of the interference effects
observed in the power spectrum, as an interference window at the resonant frequency in
the case of collective operators. In this sense, synchronization is thus favored by one of
the modes having a lifetime much larger than the rest, as in these conditions, when this
is the only mode not damped out and the qubits phase-lock, the oscillation amplitudes
are larger. This is certainly similar to the general case of transient synchronization in
the presence of multiple frequencies that we have reported when s12/γ ≠ 0. Thus, the
results enabled by coalescence parallel the general scenario of transient synchronization,
in which both frequency- and phase-locking emerge after a transient, due to a long-lived
subradiant mode [5, 7, 90]. Therefore, we conclude that synchronisation in the presence
of coalescence can be regarded as a peculiar scenario within this more general context of
transient synchronization [7].

Finally, it is interesting to briefly discuss the results of Ref. [46] in which synchroniza-
tion is reported for a system made of two detuned atomic clouds with collective dissipation
and incoherent pumping. In Ref. [46], synchronization is assessed by analyzing the fre-
quencies of the emitted light, which is found to be monochromatic in the synchronized
regime. This system is described at the semiclassical level, considering the mean-field
equations for the first and second moments. In this approximate treatment, the emis-
sion of light is governed by a non-Hermitian matrix, and we can identify an EP just at
the transition between the synchronized (monochromatic) regime and the unsynchronized
one. Hence, despite one deals with a more complicated many-body scenario, one can still
appreciate how the right interplay between coherent and incoherent processes leads to
coalescence and to the reported monochromatic regime.



CHAPTER 5

Quantum synchronization in
dimer atomic lattices

The contents of this chapter have been adapted from Ref. [3] entitled Quantum synchronization

in dimer atomic lattices. The goal is to assess the possibility of synchronization in a spin system

that can be simulated in a platform of cold atoms in optical lattices. We show that several forms

of synchronization are possible, even though the kind of dissipation that can be engineered is

local and not collective. Moreover, we also address the relation between synchronization and

spin-spin correlations, finding that two-time correlations are good witnesses of synchronization,

while single-time spin-spin correlations fail to capture the transition between the different

possible synchronization regimes.

5.1 Introduction

Atoms trapped in optical lattices represent a rich platform to study many-body physics,
entanglement and state engineering, as well as for quantum simulation of condensed matter
phenomena [18, 332]. Prior to Ref. [3], synchronization was not reported in extended
atomic lattices but it had been studied in mesoscopic atomic clouds in which collective
dissipation was reported to be a crucial ingredient [46, 80]. In these atomic clouds, the
synchronization dynamics can be understood at the semiclassical mean-field level, as we
have mentioned before. This raises the question of whether synchronization can also
emerge in the quantum dynamics of lattice and strongly correlated atomic systems. In
fact, effective spin Hamiltonians often capture the low-energy physics of atomic lattices
[333]. In this sense, synchronization had been previously reported for theoretical models
of two spins with collective dissipation [45, 64, 90], or a non-dissipative spin coupled to a
dissipative one [89]. However, can synchronization still emerge in extended spin systems
and within the constraints imposed by the atomic lattice? This is one of the main questions
that we addressed in Ref. [3] on which this chapter is based.

Building on the proposed experimental scheme of Ref. [265], we design a modified
set-up, consisting of a one-dimensional atomic lattice in a dimer configuration, where we
show that synchronization can emerge even in the absence of collective dissipation. This
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contrasts with many of the previously discussed results in which collective dissipation is a
key ingredient for synchronization [45, 64, 65, 98, 90, 101]. The dynamics of this atomic
system is well described by an effective spin model with staggered dissipation rates. As
we show, the spatial modulation of dissipation is what enables synchronization, which
can emerge in two different forms, while it disappears in the limit of homogeneous chains
similarly to synchronization blockade [95, 89].

Once established the emergence of synchronization, we address the question of whether
this is witnessed by spin-spin correlations, which is an important open issue in the litera-
ture of quantum synchronization [44] (see also chapter 1). Interestingly, we will show that
both single-time and multi-time spin-spin correlations accompany synchronization; how-
ever, only the latter can be taken as faithful measures of synchronization, as single-time
correlations fail to capture the transition between the different synchronization regimes.

5.2 Dissipative spin chain

Cold atoms in optical lattices are suitable platforms for quantum simulation. In general,
atomic systems allow for high experimental control, and cold atomic lattices provide a
route to engineer highly adjustable spin models [18, 333, 334, 335, 336], for which trapped
ions [337] and highly excited Rydberg atoms [338, 339] are also relevant set-ups. In
fact, oscillation frequencies and coupling strengths can be tuned in these effective spin
systems. On the other hand, we have seen that a crucial ingredient for synchronization
is also dissipation, while in these proposals one essentially deals with closed Hamiltonian
systems. Collective dissipation can be engineered and tuned in mesoscopic atomic clouds
[46, 80], but what about engineered dissipation in extended atomic lattices? In Ref. [265]
a proposal for implementing an effective spin chain with tunable dissipation is presented,
as based on cold atomic lattices. As we will see, by properly modifying this proposal,
we can engineer the effective spin model of Eqs. (5.4) and (5.5), which consists of a one-
dimensional spin chain with nearest-neihbour couplings and two alternating frequencies
and decay rates. The emergence of synchronization in this system will be assessed in Sec.
5.3.2. Before, we overview the main ingredients to implement the dissipative spin system
of Eqs. (5.4) and (5.5).

Atoms in an optical lattice with engineered dissipation. As we have commented,
one-dimensional optical lattices can also be used to simulate an Ising-like dissipative spin
chain, where spins are the two lowest vibrational levels ∣0⟩ and ∣1⟩ of the atoms trapped
in the optical potential [265]. The system can be described as a two-band Bose-Hubbard
model in the Mott-insulator regime, in which the atoms are well localized at each site of
the optical lattice, and tunneling between lattice sites is strongly suppressed [340]. Such
a system can be modeled by a Hamiltonian of the following type [265] (h̵ = 1):

Ĥatomic =
N

∑
j=1

{ω0

2
(d̂†
j d̂j − ĉ

†
j ĉj) +U01ĉ

†
j ĉj d̂

†
j d̂j +

U00

2
ĉ†j ĉj(ĉ

†
j ĉj − 1)

+ U11

2
d̂†
j d̂j(d̂

†
j d̂j − 1)} +

N−1

∑
j=1

(t0ĉ†j ĉj+1 + t1d̂†
j d̂j+1 +H.c.),

(5.1)

where the bosonic operators ĉ†j and ĉj (d̂†
j and d̂j) create and annihilate an atom in the

lowest ∣0⟩ (second lowest ∣1⟩) motional state of site j of the optical lattice, separated by
the largest energy scale of the system given by ω0 [340, 341]. When the atoms are at the
same site, they experiment repulsive interactions with strengths U00, U11, and U01 [265].
In the Mott-insulator regime, these repulsive interactions are much stronger than the
tunneling rates, i.e. U00, U11, U01 ≫ t0,1, such that the atoms tend to be localized at each
site, preferably sharing site with the minimum possible amount of other atoms [340, 341].
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Figure 5.1: Schematic illustration of the atomic lattice. A dimeric configuration is considered in which
there are two alternating energy separations between the ground and first motional excited state, given by
ω̃1,2. Atomic tunneling between different sites occurs with rates t0,1, in which the motional state remains
unchanged. Strong same-site repulsive interactions ensure the system is in the Mott-insulator regime
with just one atom per site, which enables the implementation of an effective spin Hamiltonian. Finally,
engineered dissipation with rates γ1,2 can be implemented by laser cooling techniques that address the
internal electronic structure of the atoms.

The strong lattice anharmonicity that allows a two band description, the strong on-site
repulsion, and the perturbative contributions due to weak tunneling among lattice sites
enable the approximation of an XXZ spin-1/2 chain Hamiltonian with highly adjustable
parameters, that captures accurately the low-energy physics of the atomic system given
in Eq. (5.1) in the regime of one atom per site [265] (see also appendix F).

The importance of the proposal [265] stems from the fact that it enables one to engi-
neer a tunable local Lindblad dissipation too. This is introduced by optically addressing
the internal (three level ’Λ’) structure of the atomic states in the Lamb-Dicke regime
[248, 255]. Then, the decay from the first excited motional state of the optical lattice
potential ∣1⟩ towards the motional ground state ∣0⟩ can be engineered to take the usual
form ∑i γj(2σ̂−j ρ̂σ̂+j −{σ̂+j σ̂−j , ρ̂}), where σ̂±j , σ̂zj are the pseudospin operators describing the
effective spin-1/2 of site j, as made by this atom being either at the sate ∣0⟩ or the state ∣1⟩
(see [265] and appendix F). Importantly, the amount of dissipation can be locally tuned
by addressing the parameters of the laser cooling scheme (e.g. detuning, driving strength,
driving phase) [265], also enabling an effective suppression of the opposite transitions from
∣0⟩ to ∣1⟩, i.e. heating can be experimentally made several orders of magnitude lower than
cooling and then neglected.

Using standard techniques to produce double wells [342, 343, 344, 345], the dissipative
model of [265] can be modified such that the lattice results in dimer arrangement where,
in each well, the motional states have different (staggered) energy separation ω̃1,2. This is
done by considering a small dimeric modulation of the optical potential, as described by
the following Hamiltonian:

Ĥmod = ∑
j∈odd

ω1

2
(d̂†
j d̂j − ĉ

†
j ĉj) + ∑

j∈even

ω2

2
(d̂†
j d̂j − ĉ

†
j ĉj), (5.2)

where we have defined the small frequency modulations ω1,2 = ω̃1,2 −ω0, and the detuning

δ = ω1 − ω2. (5.3)

For this modulation to be a perturbation it should satisfy ω0 ≫ ω1, ω2, while in order to be
able to engineer the desired spin effective Hamiltonian, we also need that U00, U11, U01 ≫ δ
(see appendix F). In Fig. 5.1, we represent the system described by (5.1) and (5.2) in the
relevant Mott-insulator regime with one atom per site together with the engineered source
of dissipation.
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Effective spin model. Under the conditions described above, a dimer effective spin
model is found to capture the low-energy physics of this atomic system (further details
are presented in appendix F). This spin model is described by the following Hamiltonian:

Ĥ =
N

∑
j=1

ωj

2
σ̂zj +

N−1

∑
j=1

λ(σ̂+j σ̂−j+1 +H.c.), (5.4)

where ωj = ω1(2) is the frequency of spin j with j odd (even) and λ is the spin-spin coupling
strength, which can be tuned by adjusting the parameters of the optical lattice [265].

The use of a bichromatic lattice will also affect the engineered dissipation, as the
corresponding decay rates also depend on the trap frequency through the detuning with
the cooling laser [265]. In the weak dissipation regime, the reduced density matrix ρ̂ of
the chain obeys a local master equation:

d

dt
ρ̂ = −i[Ĥ, ρ̂] +∑

j

2γjD[σ̂−j ]ρ̂. (5.5)

Because of the presence of a bichromatic lattice, the decay rates γj also assume staggered
values and, they can be chosen such that γ1/ω1 = γ2/ω2 (see appendix F). Hence, the
model first described in Ref. [265], and here modified to allow for detuning and staggered
losses, goes beyond the standard simulation of closed spin systems [18, 333, 334, 335, 336],
and provides a dissipative set-up to explore the emergence of quantum synchronization.

5.3 Synchronization dynamics

In this section we analyze the emergence of transient synchronization in the engineered
spin system described by Eqs. (5.4) and (5.5). Indeed, in the proper parameter region,
the spins progressively evolve towards the non-oscillatory stationary state of the system
(all spins down or all atoms in the ground state) oscillating monochromatically and with
a locked phase difference.

5.3.1 Long-time dynamics and one-excitation sector

As in the previous chapter, the analysis of the eigenspectrum of the Liouvillian will enable
us to understand the emergence of synchronization. In this sense, a key observation is
that the Liouvillian spectrum can be calculated from the spectrum of the superoperator
associated to the non-Hermitian effective Hamiltonian [see Eq. (5.7)]:

K̂ = Ĥ − i
N

∑
j

γj σ̂
+
j σ̂

−
j . (5.6)

where Ĥ is the spin Hamiltonian given in (5.4). This non-Hermitian Hamiltonian defines
the master equation without the ’jump’ terms, i.e. Eq. (5.5) without ∑j 2γj σ̂

−
j ρ̂ σ̂

+
j :

d

dt
ρ̂ = −i(K̂ρ̂ − ρ̂K̂†) ≡ Kρ̂ (5.7)

where we have defined the superoperator K. The importance of the non-Hermitian Hamil-
tonian (5.6) resides in the fact that L has an upper triangular form in the eigenbasis of
K, and the Liouvillian diagonal elements correspond to the eigenvalues of K (and then of
L itself), while the jump operators ∑j 2γj σ̂

−
j ρ̂ σ̂

+
j only contribute to off-diagonal elements.

Hence, since the eigenvalues of K can be obtained from those of K̂ and K̂†, the full Liou-
villian spectrum can be obtained from that of (5.6) and its conjugate. This special (and
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convenient) Liouvillian structure follows from certain features of the master equation, as
proved for the general case in Ref. [346], and which in our case translate into the following
features: (i) Ĥ conserves the total number of up (down) spins; (ii) the jump operators σ̂−j
only change the number of up (down) spins by one; (iii) there are no driving processes, such
that the final state is all spins down (or the vacuum, in terms of the collective excitations).

Therefore, the first step in the study of L is to analyze the collective excitations of K̂,
which can be readily obtained from those of Ĥ replacing the real frequencies ω1,2 by the
complex valued ones Ω1,2, that incorporate the staggered decay rates:

Ω1(2) = ω1(2) − iγ1(2). (5.8)

That is, in the presence of the non-Hermitian dissipation term, the collective excitations
of Ĥ acquire a finite lifetime. Then, in complete analogy to what can be done for Ĥ,
its non-Hermitian counterpart can be diagonalized by Jordan-Wigner transformation (i.e.
fermionization of the spin chain) [347], a Fourier sine transform (as the one of chapter 4)
plus a final rotation within the same wavevector blocks (see appendix G for the details).
This yields the two-band elementary1 complex eigenvalues:

Ω±
k =

Ω1 +Ω2

2
± 1

2

√
(Ω1 −Ω2)2 + 16λ2 cos2

k

2
, (5.9)

with the allowed wavevectors k = 2πl/(N + 1), l = 1,2, ...,N/2. These complex eigenvalues
correspond to the one-excitation sector of K̂, i.e. they contain the frequencies and decay
rates of each one of its elementary collective excitations, while the full eigenspectrum
is obtained by making all the possible ’multi-particle’ combinations taking into account
that, due to the fermionic character of the collective modes, each of them can display an
excitation number of either zero or one.

In the one-excitation sector, the collective modes can be easily written in the basis of
the spins:

∣uk⟩ =
√

4

N + 1

N/2

∑
j=1

( cos θk sin [k(j − 1

2
)]∣ ↑2j−1⟩ − sin θk sin [kj]∣ ↑2j⟩),

∣vk⟩ =
√

4

N + 1

N/2

∑
j=1

( sin θk sin [k(j − 1

2
)]∣ ↑2j−1⟩ + cos θk sin [kj]∣ ↑2j⟩),

(5.10)

where ∣uk⟩(∣vk⟩) correspond to the modes of the ’+(−)’ band, and ∣ ↑j⟩ denotes the state
with spin j in the up state and the rest in the down state (i.e. a state of the one-excitation
sector). For the expression of θk and the derivation of these results see appendix G. From
(5.10), we can clearly appreciate the delocalized nature of the collective modes, similarly
to what we have found in chapter 4 for the 1D array of harmonic oscillators.

As anticipated, the eigenvalues of L are obtained by combining Ω±
k and their complex

conjugates Ω±∗
k (corresponding to K̂†) as prescribed in [346], so that their imaginary part

(decay rates) always add together. Moreover, −iΩ±
k and iΩ±∗

k are already eigenvalues of
L, corresponding to one-excitation eigenmodes. Thus, the smallest decay rates of the
system belong to this sector. This is a crucial observation, from which it follows that
the relaxation dynamics before the final decay into the ground state (all spins down) is
conveniently described in the one-excitation sector, considering the slowest modes that
can be identified comparing their decay rates Γl (absolute value of the imaginary parts

1The adjective ’elementary’ is motivated by the fact that the full spectrum of K̂ is made of linear
combinations of these basic eigenvalues, according to the ’populations’ of each of the dissipative collective
excitations.
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Figure 5.2: Emergent synchronization. Main panel: Global synchronization measure CT (t,∆t, τ) at time
t = 10/γ1 as a function of γ1/γ2 for two different rates γ1. Inset: Evolution of C⟨σ̂x

j
⟩,⟨σ̂x

j+1
⟩ for j = 1 (purple

line), j = 2 (in green), and j = 3 (in blue), with ω1∆t = 3. Here γ1/ω1 = 0.05, solid lines correspond to
γ1 = 4γ2 (staggered losses), dotted lines to γ1 = γ2 (homogeneous losses). Shadowed region displays the
transient after which the staggered case displays synchronization. System of N = 4 spins, with δ = 0.75ω1,
λ = 0.4ω1, and initial state ∣Ψ(t = 0)⟩ = ∣+1⟩⊗ ∣+2⟩⊗ ∣+3⟩⊗ ∣+4⟩, where ∣+j⟩ = (∣ ↓j⟩ + ∣ ↑j⟩)/

√
2.

of Ω±
k) and frequencies νl (real parts of Ω±

k) 2. Therefore, we will be able to understand
the synchronization dynamics by considering just these modes, which constitutes a huge
simplification.

It is finally interesting to comment that this spin system does not display EPs as long
as δ ≠ 0. Indeed, the square root in Eq. (5.9) cannot vanish when the spins are detuned.
Hence, in spite of the similar dimeric structure as in the case of the harmonic oscillators
of Sect. 4.2.1, in the present case the coherent and incoherent processes do not match in
the right way to enable coalescence.

5.3.2 Staggered losses as a resource for transient synchronization

We now analyze the full system dynamics and quantify the emergence of spontaneous
synchronization among atomic observables with no classical counterpart, as the spin co-
herences ⟨σ̂xj ⟩ [44]. Indeed, at any time during relaxation, coherences are present before
reaching the equilibrium all spins down state. Their dynamical synchronization can be
assessed using the Pearson factor, as introduced in Eq. (3.21). Here, we will generally
encounter arbitrary locked phase differences, for which we consider its maximized version,
i.e. the Pearson factor computed at different times, x1(t) and x2(t + τ), and maximizing
over τ (see appendix B). In Fig. 5.2 (inset) we show the maximized Pearson factor, i.e.
C⟨σ̂xj ⟩,⟨σ̂xj′ ⟩(t,∆t, τ), among nearest-neighbor spin pairs, ranging between 0 (no synchroniza-

tion) and 1 (perfect synchronization): synchronization is found among all atoms in the
presence of local staggered dissipation (solid lines), while it does not emerge for γ1 = γ2

(dotted lines). We also consider the global mutual synchronization indicator:

CT (t,∆t, τ) =∏
i<j
C⟨σ̂xi ⟩,⟨σ̂xj ⟩(t,∆t, τ), (5.11)

(main panel of Fig. 5.2) reaching its maximum value 1 only if all atom coherences are
synchronized. We see that mutual synchronization for a given detuning (δ = 0.75ω1 in Fig.
5.2) is enabled by the presence of staggered dissipation rates, emerging for a wide range
of γ1/γ2 values, while it disappears if losses become uniform (γ1/γ2 ≈ 1).

2The eigenfrequencies (decay rates) given by (5.9), are denoted by νl (Γl) with l ∈ [1,N]. The first N/2
elements correspond to the band ’−’ with the k → l, while the next N/2 to the band ’+’ with k → l −N/2.
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Figure 5.3: (a) Map of spontaneous synchronization among all spin pairs CT (t,∆t, τ) at γ1t = 10 and
ω1∆t = 80, varying detuning and coupling strength, with ∣Ψ(t = 0)⟩ = ∣ ⇓⟩/

√
2 + (∣ ↑2⟩ + ∣ ↑3⟩)/2, where

∣ ⇓⟩ is the vacuum state (in terms of collective modes) or all spins in the down state. Synchronization is
found at the yellow (light color) regions I and II (CT ≥ 0.9). White lines are contours of the ratio of the
two smallest decay rates, Γ2/Γ1 (solid lines), and of the smallest decay rates of each band Γ2/Γ3 (dashed
lines). Thicker lines for increasing ratio values, respectively (0.9,0.75,0.6) and (0.8,0.5,0.2). (b) In red,
difference between the frequencies associated to the smallest decay rates: ∣∆ν∣ = ∣ν1 − ν2∣, varying λ. In
blue, ratio between the smallest decay rates. Solid lines δ = 0.5ω1, dashed lines δ = 0.75ω1, dotted lines
δ = 0.9ω1. For both figures γj = 0.05ωj .

As we have discussed in the previous chapters and as reported for other models
[45, 98, 89, 90], the emergence of synchronization is due the presence of multiple dis-
sipative timescales. Normal modes can conjure to dissipate at widely different rates, Γl, so
that the predominant contribution to the long-time dynamics is represented by the slowest
decaying mode. Quantum synchronization then emerges as an ordered, spatially delocal-
ized, monochromatic oscillation in the pre-asymptotic regime (transient synchronization).
This is the case when considering our lattice with staggered dissipation, as revealed by
inspection of the Liouvillian spectrum. On the other hand, if local dissipation is spatially
homogeneous, the imaginary parts of the eigenvalues (5.9) coincide, there is no separation
between decay rates, and in fact the system does not synchronize in spite of the presence
of coherent coupling between spins (Fig. 5.2). Therefore, we can regard the staggered dis-
sipation rates as a resource for synchronization. In the following subsection, we introduce
two different forms of the enabled synchronization induced by staggered losses.

5.3.3 Inter-band and intra-band synchronization

Here, we proceed to analyze systematically the emergence of synchronization in the system,
by calculating the global Pearson factor CT [Eq. (5.11)] varying the detuning between
the two sublattices δ and their coupling strength λ, for a short chain of four spins [Fig.
5.3 (a)]. The global Pearson factor is calculated after an initial transient, similarly to
Fig. 5.2, such that we allow for the slowest modes (if present) to already dominate the
dynamics and synchronize the system. This synchronization map shows a non-trivial
scenario with two different and well separated regions that support synchronization, both
occurring for strong detuning (yellow regions with CT ≥ 0.9): region I characterized by
strong coupling, and region II, by small coupling and a larger detuning window. The fact
that here synchronization is found only for large detunings contrasts with the usual Arnold
tongue behavior (as that of Fig. 3.4) in which synchronization is found when the system
units have a similar frequency. Below, we will discuss the mechanism behind this peculiar
behavior.

These mutual synchronization regimes can be understood analyzing the spectral con-
tent of the coherences’ dynamics in the one-excitation sector. That is, we can use the
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Figure 5.4: Synchronized trajectories for spins ⟨σx2 ⟩ (red) and ⟨σx3 ⟩ (blue), with initial condition ∣Ψ(t =
0)⟩ = ∣ ⇓⟩/

√
2 + (∣ ↑2⟩ + ∣ ↑4⟩)/2. In (a) we fix λ = 0.1ω1, δ = 0.75ω1 (synchronization region II), while in (b)

λ = 0.475ω1, δ = 0.85ω1 (synchronization region I). In both cases we have N = 4 and γj = 0.05ωj .

analytical expression for the eigenvalues and eigenvectors of the Liouvillian in the one-
excitation sector as based on Eqs. (5.9) and (5.10) (see Sect. G.2.1 in appendix G) to
write down the dynamics of the observables, similarly to what we have done in the previous
chapter. Hence, for the x-components of the spins we obtain:

⟨σ̂xj (t)⟩ = 2Re[
4

∑
l=1

ul(j)e−(iνl+Γl)t], (5.12)

with weights ul(j) depending on the site j, eigenmode l 3, and initial condition (see Eq.
(G.17) in appendix G). In region II the frequencies are nearly degenerate in each (±) band,
while N well separated frequencies are present in region I. To support this observation, we
plot in Fig. 5.3 (b) the frequency difference between the two modes of the ’-’ band and the
ratio between their decay rates (notice that the longest lived mode belongs to this band).

Inter-band synchronization. The “flat” and well separated two-band spectrum found
in region II leads to what we term inter-band synchronization. In fact, in the limit of
vanishing λ, the two frequency degenerate bands [Fig. 5.3 (b)] are separated by δ+i(γ1−γ2),
as can be deduced from Eq. (5.9). For weak coupling λ, two manifolds emerge with very
similar frequencies and damping rates. Each of the sublattices of the atomic dimer is
strongly coupled to one of the manifolds and weakly coupled to the other one, leading to an
effective two-body behavior. Inter-band synchronization is present as long as the difference
in local losses γ1,2 allows one to establish two well separated timescales [region highlighted
by white dashed lines in Fig. 5.3 (a)]. Being the staggered damping rates related to
the sublattices detuning (here we consider γ1/ω1 = γ2/ω2), mutual synchronization only
emerges for detuning δ larger than a threshold value, at difference from the typical scenario
of synchronization favored by small detuning [43] and similarly to synchronization blockade
[95, 89], as we have anticipated. This region shrinks when decreasing dissipation strength
γj , as shown in appendix G. This can be understood from the fact that in the presence of
smaller dissipation rates, the spins are sensitive to smaller frequency differences, and thus
they can resolve better the small differences within each of the quasi flat bands, hindering
the emergence of mutual synchronization.

Intra-band synchronization. Increasing the coupling λ, the quality of synchronization
deteriorates (Fig. 5.3 (a), 0.1 ≲ λ/ω1 ≲ 0.25) as the two-body behavior of the spectrum
disappears and several non-degenerate modes compete. Further increasing the coupling

3As for the frequencies and decay rates, the first N/2 elements correspond to the band ’−’ with the
k → l, i.e. to ∣vk⟩, while the next N/2 to the band ’+’ with k → l −N/2, i.e. to ∣uk⟩.
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Figure 5.5: Synchronization map as product of Pearson correlation between spin pairs coherence operators
CT (t) = ∏i<j C⟨σ̂xi ⟩,⟨σ̂xj ⟩(t) at γ1t = 10 and ω1∆t = 80, varying detuning and coupling strength, and with

∣Ψ(t = 0)⟩ = ∣ ⇓⟩/
√

2+∑Nj=1 ∣ ↑j⟩/
√

2N . Strong synchronization is found at the yellow regions (CT ≥ 0.9). (a)
For a chain of N = 6 spins. (b) For a chain of N = 8 spins. For both figures γj = 0.05ωj .

strength, synchronization is restored for coupling strengths such that there is a significant
difference between the two slowest dissipation rates, now in the lower band, so that a lead-
ing mode governs the long-time dynamics. This is intra-band synchronization occurring in
region I of Fig. 5.3 (a) and requiring significant deviations between the slowest dissipation
rates [as highlighted by white solid lines in Fig. 5.3 (a)]. This picture is confirmed when
looking at the two slowest modes in Fig. 5.3 (b), with frequencies and decay rates of the
lower band (-) drifting apart as the coupling increases. In this figure, we can clearly ap-
preciate how for small coupling strength the eigenvalues within the same band are almost
degenerate, allowing inter-band synchronization, while when this is increased the spins
can clearly resolve the different collective frequencies and only intra-band synchronization
is possible, when one of them has a decay rate much smaller than the rest.

In Fig. 5.4 we show two examples of synchronized trajectories. In (a) we plot a case
in region II, while in (b) a case in region I. We only show two spin’s coherences, ⟨σx2 ⟩
and ⟨σx3 ⟩ for clarity, although all of them are synchronized. In both cases we can see that
after a transient, the spins synchronize almost in anti-phase and at the slow frequency,
corresponding to the eigenmode with the smallest decay rate. Notice how in the case
of inter-band synchronization [panel (a)], one of the sublattices is more excited than the
other; while for intra-band synchronization [panel (b)], both display a similar amount of
excitation. This is because in region II, the collective modes of each of the bands (5.10)
display a stronger localization in each of the sublattices, while in region I, they tend to be
more evenly distributed between the two sublattices.

Synchronization in larger chains When considering longer chains, the two physi-
cal mechanisms I and II for SS imply different levels of robustness. In fact, inter-band
synchronization II persists for long chains, as it mainly relies on the presence of the gap
δ + i(γ1 − γ2). This is not the case of region I, where the relevant spectral gap is obtained
taking the difference between the two values of Ω−

k with the smallest imaginary parts,
which goes to zero as N increases, Eq. (5.9). This is shown in Fig. 5.5, in which we
present the synchronization maps for larger chains of N = 6 and N = 8, panel (a) and (b)
respectively. We observe how synchronization in region I rapidly disappears as the size of
the chain is increased. In contrast inter-band synchronization of region II is rather robust
as it depends on the fixed gap δ.
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Figure 5.6: (a) In color ∣Z(t̄)∣, with γ1t̄ = 10, and for ∣Ψ(t = 0)⟩ = ∣ ⇓⟩/
√

2+∑4
j=1 ∣ ↑j⟩/

√
8, and averaged over

few oscillations. We plot the absolute value as the magnitude of the correlations is the relevant quantity.
(b) Decay rates Γl as a function of the detuning, for λ = 0.5ω1 (red) and λ = 0.05ω1 (blue). (c) and (d)
ω1∣S12(ν/ω1)∣, with δ = 0.1ω1 (purple) and δ = 0.8ω1 (green). In (c) we fix λ = 0.5ω1 (synchronization
region I), and in (d) λ = 0.05ω1 (synchronization region II). We plot the absolute values to ease peak
comparison. In all plots γj/ωj = 0.05.

5.3.4 Transient synchronization and correlations

Often, two-body quantum correlation indicators are taken as bona fide synchronization
measures [44], as they are able to reveal the presence of phase-locking. However, as already
discussed in chapter 1, it is an important issue to determine in which cases they capture
faithfully the emergence of synchronization. Here, we show that the presence of such
correlations is necessary but not sufficient to predict the emergence of spontaneous syn-
chronization in the present system. We study the one-time correlation Z(t) ≡ ⟨σ̂x1(t)σ̂x2(t)⟩
often considered in the context of superradiance [348], where t is set after the onset of
synchronization. As shown in Fig. 5.6 (a), Z increases with detuning (analogous results
are found for other pairs) but it displays a weak dependence on λ, being then unable to
capture the transition from region I to region II. An explanation for this behavior can be
given considering the one-excitation sector, where we can write this quantity in terms of
the Liouvillian eigenmodes:

Z(t) = 2Re[⟨σ̂+1 (t)σ̂−2 (t)⟩]

= 2Re[
4

∑
l,m=1

wl,m(1,2)e[−i(νl−νm)−Γm−Γl]t],
(5.13)

with weights wl,m(1,2) depending on the spins, eigenmodes l and m, and initial condition
(see Eq. (G.20) in appendix G). The evolution of Z is governed by exponentials contain-
ing combinations of eigenvalues instead of single ones, depending then on slow and less
slow rates. Therefore, differently from C, it does not allow us to distinguish the slowest
relaxation modes.

Two-time correlations. Different is the case for two-time correlation functions of the
type ⟨σ̂−l (t + τ)σ̂+m(t)⟩ in the stationary state, related to absorption spectra [349] (for
emission of radiating dipoles see Refs.[46, 80]). Similarly to what we have found for the
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case of the two spins of the previous chapter, this kind of correlations gives more insight
on the temporal dynamics and capture the presence of mutual synchronization in both
regimes I and II described above. In Fig. 5.6 (c), (d) we plot the Fourier transform of the
two-time cross-correlations:

S12(ν) = Re[∫
∞

0
dτe−iντ ⟨σ̂−1 (τ)σ̂+2 (0)⟩] (5.14)

in the (vacuum of collective modes or all spins down) stationary state of the system.
Notice that, since the stationary state is the all spins down state, this kind of two-time
correlations belong to the one-excitation sector (similarly to the case of the spins with
zero pumping of the previous chapter), and hence they could be a good witness for the
emergence of synchronization. In particular, using the one-excitation eigenvectors and
eigenvalues of the Liouvillian we get:

⟨σ̂−1 (τ)σ̂+2 (0)⟩ =
4

∑
l=1

vl(1,2)e−(iνl+Γl)τ , (5.15)

with weights vl(1,2) depending on the overlap of the eigenmode with the considered spin
sites (see Eq. (G.22) in appendixG). We observe that the dynamics of these correlation
functions is the same as the one for the spin coherences (with the initial condition σ̂+j ∣ ⇓⟩).
Thus the spectra Slm(ν) for each pair l,m display a set of at most N resonance peaks,
localized at the eigenfrequencies of the one-excitation sector, with linewidths determined
by the corresponding decay rates, and height depending on the weights vl(1,2). These
spectra contain the information needed for the analysis of synchronization.

In Fig. 5.6 (c) we plot a synchronized (green line) and an unsynchronized (purple
line) two-time correlation function for strong coupling, while in Fig. 5.6 (d) we do it for
weak coupling. In the absence of synchronization, for small detuning and strong coupling
[Fig. 5.6(c)], the spectrum displays multiple peaks, no one significantly sharper than the
others. For both small detuning and coupling, we find two peaks with similar decay rates
[Fig. 5.6 (d)], while in the no-synchronization region between region I and II of Fig. 5.3
(a) two of the four peaks (the ones of the same band) display similar width (see Fig. 5.7
and discussion below). Looking instead at synchronized parameter regions, the spectra
are characterized by the presence of a peak with width significantly smaller than the rest.
Intra-band synchronization (I) in Fig. 5.6 (c) displays a sharper third line among four,
while in Fig. 5.6 (d), inter-band synchronization (II) clearly shows the effective two-body
behavior of the system discussed above. This is also appreciated in Fig. 5.6 (b) where, for
small coupling (blue lines), two pairs of nearly degenerate decay rates emerge as detuning
is increased. In contrast, for strong coupling (red lines), the system displays four well-
differentiated decay rates.

For both strong and weak coupling as detuning grows one of the peaks becomes sig-
nificantly thinner, transiting from the purple spectra in Fig. 5.6 (c), (d) to the green
ones, as we show in Fig. 5.7. In (a) we plot examples for weak coupling (λ = 0.05ω1), in
(c) for strong coupling (λ = 0.5ω1) and in (b) for a coupling strength in which there is
no synchronization (λ = 0.2ω1). Different colors correspond to three different detunings:
δ = 0.3ω1 (gold), δ = 0.5ω1 (blue), δ = 0.8ω1 (red). In Fig. 5.7 (a) there are effectively
only two peaks, and we can appreciate how when increasing the detuning one of the peaks
becomes significantly thinner, indicating mutual synchronization of region II. In contrast,
if we increase the coupling to λ = 0.2ω1, four different peaks emerge [Fig. 5.7 (b)]. In
this case there are two peaks which become thinner as detuning is increased; however,
both of them display a similar width, hindering synchronization. In contrast, for stronger
coupling [Fig. 5.7 (c)], these two peaks display clearly different widths. This asymmetry
in the decay rates of the eigenmodes is what enables synchronization in region I.
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Figure 5.7: ω1∣S12(ν/ω1)∣ for different couplings and detunings. In (a) λ = 0.05ω1, in (b) λ = 0.2ω1, and
in (c) λ = 0.5ω1. Different line colors correspond to different detunings: gold δ = 0.3ω1, blue δ = 0.5ω1, red
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We further mention that the two-time autocorrelation functions behave analogously,
and they are also good witnesses of synchronization (not shown). However, cross-correlation
functions yield better results, as the peaks tend to display less disparity in their height,
easing peak comparison, and hence making it easier to extract conclusions.

5.4 Concluding remarks

In this chapter, we have shown that synchronization can emerge in the dynamics of a
one-dimensional atomic lattice that could pave the way for the experimental simulation
of this phenomenon. In particular, we have considered the low-energy physics of atoms
trapped in the two lowest motional levels of a dimeric optical potential in the Mott-
insulator regime of one atom per site, as described by an effective one-dimensional spin-
1/2 Hamiltonian. Laser cooling techniques enable tunable local dissipation, a key element
for synchronization.

As a first important result, we have shown that synchronization is possible when we
allow for staggered decay rates, i.e. the neighboring spins are not only detuned but also
dissipate at different rates. Then, a monochromatic phase-locked oscillation emerges in
the temporal evolution of the spins’ coherences until the stationary state is reached. This
means that, in a pre-equilibration regime, the atoms oscillate coherently in a synchronized
fashion between the two lowest vibrational states of the optical trap. Furthermore, this
quantum synchronization emerges in two flavors: inter-band synchronization, in which
there are many long-lived quasi-degenerate collective modes synchronizing the system,
and intra-band synchronization, in which there is a single long-lived collective mode syn-
chronizing the system. Inter-band synchronization is indeed a novel form of transient
synchronization, not reported before Ref. [3], while the results presented here further
show that quantum synchronization is possible beyond collective dissipation, at difference
with [45, 64, 65, 98, 101].

The synchronization dynamics that we have reported is accompanied by spin-spin cor-
relations. This is because the same long-lived collective (delocalized) modes that synchro-
nize the system also correlate them. However, when considering single-time correlations,
we have found that they do not capture the fact that there is an unsynchronized param-
eter region between the regimes of intra- and inter-band synchronization. Hence, this
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constitutes an example that not all correlated regions correspond to synchronized regions.
On the other hand, and in agreement with the previous chapter, two-time correlations
can be used to assess synchronization, as they capture the relevant dynamics of the spin’s
coherences: i.e. the long-time synchronized response towards the stationary state of the
system
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CHAPTER 6

Metastable quantum entrainment

Are there connections between synchronization phenomena and other quantum non-

equilibrium phenomena? This is the fundamental question on which we will focus in this

chapter and the following one. We will do so by considering the particular but rich scenario

of the quantum van der Pol oscillator (QvdP), a paradigmatic driven-dissipative system for

classical and quantum synchronization. In this chapter, based on the work Metastable quan-

tum entrainment [9], we will study the QvdP oscillator forced by a squeezed drive, a scenario

in which the frequency of the oscillator adjusts to half of the forcing displaying multiple pre-

ferred phases. We will analyze the physical origin of this entrained response, establishing a

connection with the phenomenon of metastability in open quantum systems. As we shall see,

the entrained regime is indeed characterized by a huge separation of timescales and the long-

time dynamics corresponds to an incoherent process between two metastable states. These

states are the preferred phases of the synchronized oscillator and the fluctuations between

them ultimately limit the temporal coherence of entrainment in the quantum regime.

6.1 Introduction

The non-equilibrium dynamics of a system can be characterized by the emergence of dis-
parate timescales, resulting from the combined action of several of the underlying physical
processes. An important example is metastability [88, 350, 351], in which a system set-
tles into a long-lived state of apparent equilibrium, where it remains trapped until the
action of fluctuations or perturbations drives it towards the true equilibrium state, on
a longer timescale. Glassy systems constitute a timely example of classical metastable
systems [352, 353], as they “freeze” into a long-lived disordered state before reaching the
true thermodynamically stable state on a much longer timescale, as it can be a crystalline
solid. Quite generically, metastability can be expected to occur in multistable dynamical
systems in the presence of fluctuations: on a short timescale, the system might relax to
an apparent stationary state in which it fluctuates around one of the (deterministic) at-
tractors; however, on a longer timescale, rare ”big” fluctuations make the system to jump
between these different possible attractors, and the resulting true stationary state actually
corresponds to a probabilistic mixture of them [88, 351].

107
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Metastability in open quantum systems. Similarly, metastability can also occur in
quantum non-equilibrium systems. In fact, the interplay between driving, dissipation and
interactions in an open quantum system can make the dynamics to be dominated by a
huge separation of timescales, a characteristic of this phenomenon [162]. Then, and analo-
gously to the classical case, initially highly excited configurations quickly relax to a set of
metastable states that act as attractors of the dynamics for a long intermediate timescale,
until final relaxation to the true stationary state occurs. This multi-step dynamics might
have different physical origins, as population trapping in a driven three-level system [162],
the coexistence of different phases in an open Ising model [354] or in a non-linear oscillator
[85]. Moreover, it has also been reported for a systen of Rydberg atoms in [189], in the
long-time response of a driven-dissipative Rabi model [355], or in a chain of interacting
fermions subject to a localized particle loss [356]. A general approach towards metasta-
bility in open quantum systems has been recently introduced in Ref. [162], in which some
of its crucial signatures in the spectral properties of the Liouvillian have been identified.

The characteristic timescale separation of metastability has also been found in between
different dynamical regimes of driven-dissipative systems [136, 357], or as a precursor
of eventual spontaneous symmetry breaking in the thermodynamic or infinite-excitation
limits of these systems [35]. Indeed, as explained in chapter 1, sudden changes can occur
in the stationary state of these systems in these limits, which are known as dissipative
phase transitions (DPTs) [34, 35]. These transitions are accompanied by the closure of the
Liouvillian gap, which has profound consequences even far from the thermodynamic or
classical limits, as it can lead to a very slow relaxation timescale and hence metastability
in the quantum dynamics [162]. While for first order DPTs this usually occurs in a
narrow region between the different regimes [135, 136], as experimentally observed in
Refs. [165, 164], for symmetry-breaking DPTs this occurs in a whole parameter regime
characterized by the emergence of metastable symmetry-broken states [35, 358, 359].

Driven-dissipative phenomena and synchronization. As we have already seen,
synchronization is also a phenomenon that can emerge in driven-dissipative systems. We
talk of entrainment when a system adjusts its frequency and phase to that of an external
forcing or to a multiple/fraction of it (see chapter 1). The van der Pol oscillator (vdP) is a
paradigmatic example while synchronization can be addressed both in the classical [42, 43]
and quantum regimes [67, 68]. Indeed, both quantum entrainment by a harmonic drive and
quantum spontaneous synchronization between coupled oscillators have been found (see
also [69, 70]). Furthermore, this driven-dissipative system presents a rich phenomenology
allowing us to explore the connection between quantum synchronization and other driven-
dissipative phenomena. This is the question underlying the present and the following
chapter and in particular, advancing the key results, we are going to show that entrainment
in a type of QvdP oscillator is indeed intimately connected with the timely topics of
metastability, DPTs, and time-crystals.

The squeezed QvdP oscillator. As reviewed in chapter 1, signatures of synchroniza-
tion have been identified in phase-space representations of the stationary state as well as
in the power spectrum of quantum systems. Indeed, for the harmonically driven QvdP
oscillator, entrainment is signaled by the Wigner distribution (appendix A) displaying a
localized lobe [67], while the dominant frequency of the power spectrum shifts towards
that of the driving [68] (for a more detailed presentation of the harmonically driven QvdP
oscillator see also appendix H). The more in the quantum regime the system operates, the
harder it is to synchronize it due to the detrimental effect of quantum fluctuations [68]. As
an alternative implementation strategy, a squeezed forcing has been reported to enhance
entrainment in the quantum regime [166]: this is the squeezed QvdP oscillator. However,
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very deep into the quantum regime, where the system behaves effectively as a few-level
system, the enhancing effect of squeezing is limited [360].

The introduction of the squeezed forcing comes at the expense of changing qualitatively
the dynamical scenario of entrainment [166, 361, 362]. This is an observation of utmost
importance to understand the entrained quantum dynamics of this system, as we will show
in this chapter. While in the classical harmonically driven vdP oscillator entrainment
arises in correspondence of a fixed point attractor (in the rotating frame) [43, 363], for
the squeezed vdP oscillator it corresponds to bistability (in the rotating frame) [166, 362],
characterized by frequency locking to half of the frequency of the forcing and two possible
locked-phases. As it turns out, the nature of the classical attractors has a deep influence
in the quantum dynamics. In fact, for the driven QvdP oscillator, the entrained dynamics
has been shown to be well described by a linearized model around the fixed point attractor
[363] (see also appendix H). This approach sheds light on the synchronized dynamics of this
system and on the reported behavior of the power spectrum, while it unveils new dynamical
features as phase-coherent dynamics [363]. In contrast, we show that the squeezed QvdP
oscillator displays a distinct dynamical scenario in which the main features of the entrained
response cannot be captured by a linearized model, a fact rooted in the emergence of
bistability in the classical limit.

In this chapter, we show that the squeezed vdP oscillator offers the opportunity to
establish a connection between metastability and entrainment, that we argue to transcend
this specific system and to be applicable to other synchronization scenarios in the presence
of phase multistability. More specifically, we identify the huge timescale separation char-
acteristic of a metastable dynamics as the distinctive feature of the entrained dynamics
for this system. On the shortest timescale, any initial state rapidly relaxes to the mani-
fold of states spanned by two metastable ones. These are the two preferred phases of the
oscillator when it is well entrained by the forcing. On the longest timescale, the dynamics
is dominated by a slow fluctuation mode connecting both phases, which eventually drives
the state of the quantum system to an even incoherent mixture of both. In between,
there is a long period of time in which the response of the system is a quasi-coherent
subharmonic oscillation. This is precisely how subharmonic entrainment manifests in the
quantum regime, and it dominates the behavior of the power spectrum.

6.2 The squeezed quantum van der Pol oscillator

In this section, we introduce the general master equation that models the QvdP oscillator,
as well as the specific squeezed forcing. We will also mention some proposed schemes
to implement this system experimentally and recall some basic results of the Liouvillian
formalism (see chapter 2) of use along the chapter. We later present the mean-field equa-
tion that governs this system in the classical limit and which motivates the name van der
Pol oscillator. We finally overview the classical entrainment regimes of the squeezed vdP
oscillator.

6.2.1 The model

The QvdP oscillator. In the laboratory frame, the QvdP oscillator is described by a
master equation for the state of a bosonic mode ρ̂L [67, 68] (h̵ = 1):

d

dt
ρ̂L = −i[Ĥ, ρ̂L] + γ1D[â†]ρ̂L + γ2D[â2]ρ̂L, (6.1)
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where for the bare QvdP oscillator (i.e. in the absence of coherent driving) the Hamiltonian
term is the that of an harmonic oscillator:

Ĥ = ω0â
†â. (6.2)

Here, â(â†) is the annihilation (creation) operator of the bosonic mode. The bare QvdP
oscillator is characterized by the following processes: an intrinsic harmonic oscillation
frequency ω0; an incoherent energy gain term of strength γ1; a non-linear, or two-boson,
damping term with strength γ2. These two incoherent processes are fundamental for the
QvdP oscillator, as the interplay between energy gain and non-linear dissipation makes
the stationary state to be a limit cycle with characteristic frequency ω0 [67, 68, 82] (see
also appendix H). Then, when coupling multiple QvdP oscillators [67, 69, 70], or when
forcing this basic system with a time-dependent field [67, 68, 166, 363], this bare limit-
cycle phase can evolve into a synchronized phase, in which there is a readjustment of the
characteristic frequency of the system and there emerge preferred phases.

Squeezed forcing. In this chapter, we are going to consider the squeezed QvdP oscilla-
tor [166], in which the bare QvdP oscillator of Eq. (6.1) is supplemented by the squeezed
(two-boson) drive, so the Hamiltonian part now reads [166]:

ĤL(t) = ω0â
†â + iη(â2ei2ωst − â†2e−i2ωst), (6.3)

where the squeezed forcing is characterized by its strength, η, and its frequency, 2ωs. Im-
portantly, the explicit time-dependence of this model enters only through the Hamiltonian
term (6.3), which can be eliminated in a rotating frame corresponding to a standard time-
dependent unitary transformation, Ût = exp(−iωsâ†ât). This leads to a master equation
with the same dissipative part but with a time-independent Hamiltonian1:

Ĥ = ∆â†â + iη(â2 − â†2), (6.4)

with the detuning defined as ∆ = ω0 − ωs. Notice that we denote the state of the system
in this frame as ρ̂, without any subscript, while the laboratory frame is indicated by the
subscript ”L”.

Proposals of implementation. Even in the absence of time-dependent forcing fields,
the master equation (6.1) models a non-equilibrium bath, as the gain term is not accom-
panied by its conjugate process, i.e. the one-boson dissipation term, which should be
there for a system in contact with a thermal environment (see chapter 2). In fact, the
main proposals to implement such a dynamical system are based on adiabatic elimination
of laser-driven degrees of freedom, a resource also used to implement the effective spin
dynamics of chapter 5, and for which we have presented the basic ideas in chapter 2.

In particular, experimental implementations of the QvdP oscillator have been pro-
posed for platforms of trapped ions [67] and optomechanical oscillators [68, 70]. In both
cases, the QvdP oscillator corresponds to the properly engineered effective dynamics of a
mechanical degree of freedom. Then, amplification and non-linear dissipation are imple-
mented by driving the fast optical degrees of freedom with lasers resonant with one-phonon
absorption and two-phonon emission processes. In both of these systems, it is also possible
to implement the two-phonon driving term (6.3), as detailed in [166]: either by consid-
ering membrane-in-the-middle optomechanical systems [23], in which there is a quadratic
photon-phonon interaction [152], or in trapped ions, by properly combining standing- and
travelling-wave laser fields [364] or by a combination of two Raman beams detuned by 2ωs
[365].

1The rotating frame and laboratory frame Hamiltonians are related by Ĥ = Û†
t ĤL(t)Ût− iÛ†

t ∂tÛt, while
the state of the system transforms as ρ̂(t) = Û†

t ρ̂L(t)Ût.
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Liouvillian analysis. As in the rotating frame the Liouvillian superoperator, L, is time-
independent, the dynamics of the system can be analyzed considering its eigenspectrum,
i.e. its eigenvalues λj , and the corresponding right and left eigenmatrices ρ̂j and σ̂j ,
respectively (see chapter 2). We remind here the state decomposition in terms of the
Liouvillian eigenmodes, first presented in Eq. (2.54), i.e.:

ρ̂(t) = ρ̂ss +∑
j≥1

Tr[σ̂†
j ρ̂(0)]ρ̂je

λjt, (6.5)

where the stationary state is ρ̂ss = ρ̂0/Tr[ρ̂0]. The real part of these eigenvalues are non-
positive, and we order them such that Re[λ0] ≥ Re[λ1] ≥ Re[λ2] ≥ . . . . In the following,
we will refer to the decay rates and frequencies of the eigenmodes

Γj = ∣Re[λj]∣ and νj = Im[λj], (6.6)

respectively.

6.2.2 Classical subharmonic entrainment

While the formalism is fully quantum, we can identify the imbalance between nonlinear
dissipation and linear amplification γ2/γ1 as the physical quantity controlling the exci-
tation strength (i.e. boson number) in the family of QvdP oscillator systems [67, 68],
and hence the classical versus quantum system operation. In the limit γ2/γ1 ≫ 1 the
QvdP oscillator is well approximated by a two-level system [68, 69, 360], while in the
limit γ2/γ1 ≪ 1 the typical number of excitations becomes macroscopic and a mean-field
classical description applies (as we shall investigate in detail in the following chapter). Let
us introduce the mean-field equation of motion that governs the classical limit, and to
briefly discuss the classical entrainment regimes, as this will help us to understand better
the quantum phenomena in which we are interested here.

In the classical (or infinite-excitation) limit, we define the complex amplitude α =
⟨â⟩, whose equation of motion is obtained from that of ⟨â⟩ making the approximation of
factorizing higher-order moments, i.e. ⟨â†â2⟩→ ⟨â†⟩⟨â⟩2, which leads to:

d

dt
α = −i∆α + γ1

2
α − γ2∣α∣2α − 2ηα∗. (6.7)

Notice that Eq. (6.7) for η = 0 is known as the Stuart-Landau equation [362], which
actually corresponds to the van der Pol oscillator only in the weakly non-linear regime
[43, 82]. Nevertheless, calling Eq. (6.1) [and in consequence (6.7)] the (quantum) van der
Pol oscillator is standard in the literature of quantum synchronization [67, 68, 69, 70, 166,
363], while some thoughts about this misnomer and ”alternative” quantization of the vdP
oscillator can be found in Ref. [82].

The system described by this mean-field equation displays two different dynamical
regimes depending solely on the relation between squeezing and detuning, η and ∆. This
follows from the fact that the phase dynamics is uncoupled from the amplitude dynamics.
That is, defining α = Reiφ where R is the modulus of the amplitude and φ is the phase,
Eq. (6.7) can be rewritten as:

d

dt
R = [γ1

2
− γ2R

2]R − 2ηR cos 2φ,
d

dt
φ = −∆ + 2η sin 2φ. (6.8)

Then, from the equation for the phase it follows that the bifurcation separating the two
regimes occurs at the classical critical point:

ηc =
∣∆∣
2
. (6.9)
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For η < ηc, the stable attractor is a limit cycle of fundamental frequency:

Ω = ∆
√

1 − (2η/∆)2. (6.10)

For η = 0, the limit cycle is perfectly harmonic, while as the bifurcation is approached,
higher harmonics of this frequency are activated. Numerical analysis reveals that the
squared amplitude averaged over a cycle is constant in this regime and reads:

∣α∣2 = γ1

2γ2
, (6.11)

as can be analytically checked for the limiting case of η = 0.
For η > ηc the stable attractors are two bistable fixed points that only differ by a

complex phase eiπ, whose amplitudes are given by α± = ±Rseiφs with [166, 362]:

Rs =
√

γ1

2γ2
+ 1

γ2

√
4η2 −∆2, 2φs = π − sin−1[∣∆∣/(2η)]. (6.12)

The transition between these regimes corresponds to an infinite period bifurcation, as
the period of the limit cycle increases with η and diverges as η → ηc, as can be appreciated
from the expression of Ω given in Eq. (6.10). At this point, the limit cycle disappears
giving rise to two saddle-nodes [55] that later become the couple of stable fixed points for
η > ηc and two corresponding unstable fixed points [166, 362].

Back to the laboratory frame, the limit-cycle regime corresponds to the lack of entrain-
ment since Ω and 2ωs are not generally commensurate. On the other hand, the bistable
fixed points oscillate harmonically at half of the frequency of the forcing, i.e. α±(t) =
±Rseiφs−iωst, and thus this regime corresponds to subharmonic entrainment [42, 43]. Then,
each of the fixed points corresponds to one of the possible bistable locked-phases, with a
characteristic difference of phase of π. Indeed, in the following chapter we will analyze
in detail how the classical attractors emerge in this model as γ2/γ1 → 0. In the present
chapter instead, we will focus on intermediate values of γ2/γ1 for which entrainment in
the quantum regime has been reported [166].

6.3 Timescale separation and metastability

In this section we report on the signatures of metastability in the framework of the Liou-
villian analysis: the presence of an eigenmode with a lifetime much longer than the rest,
i.e. the opening of a spectral gap, and how this can be exploited to derive a simplified
effective picture for the long-time dynamics of the system.

6.3.1 Opening of a spectral gap

The most important characteristic of the Liouvillan spectrum of the squeezed QvdP os-
cillator is the presence of a parameter region where the minimum (nonzero) decay rate
Γ1 can be orders of magnitude smaller than Γj≥2. The inverse of such a small decay rate
determines the longest relaxation timescale of our system. In Fig. 6.1 we numerically show
the formation of such a gap between the decay rates, while in the forthcoming sections we
discuss its dynamical consequences and its relation to quantum entrainment.

The spectral gap is characterized through the ratio Γ1/Γ2 and can vary several orders
of magnitude depending on the squeezing strength and the non-linear damping, Fig. 6.1
(a) and (b). As commented, we focus on parameter regimes for which the QvdP oscillator
displays a moderate boson number, being neither strongly confined to the two lowest levels
nor in the classical limit of a large population. As the excitation number grows not only
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Figure 6.1: Colormaps: log10(Γ1/Γ2) varying γ2/γ1 and η/γ1. Panel (a) covers in detail the small values
of γ2/γ1 and η/γ1, while panel (b) displays a wider range of larger values. Green-dotted lines: contour
limiting the region in which Γ1/Γ2 = 1. Red-dashed lines: contours indicating Γ1/Γ2 = 0.1. In all panels
∆/γ1 = 0.1. Notice that in all this chapter the numerical results are obtained after truncation of the Fock
space to a large enough Fock state such that the convergence of the results with this truncation can be
assured. The needed truncation size generally increases as γ2/γ1 is diminished and as η/γ1 is increased,
and for the parameter regimes explored in this chapter this is bounded to the first 50 levels.

with the linear amplification but also with the squeezing strength, this corresponds to
intermediate values of γ2/γ1 and small squeezing η/γ1 [Fig. 6.1 (a)] or to larger non-linear
damping while increasing the squeezing [Fig. 6.1 (b)].

The ratio of decay rates displays the following characteristic dependence on the squeez-
ing strength η: below a certain threshold value, this ratio remains constant and equal to
one (bright region), while further increasing η the ratio diminishes steeply (dark region),
as separated by a green-dotted line. This threshold value corresponds to an exceptional
point of the Liouvillian, at which the eigenvalues λ1,2 become the same [Fig. 6.2 (a)-(b)]
while the corresponding eigenmatrices coalesce (not shown). Therefore, the green-dotted
line in Fig. 6.1 (a-b) indicates the squeezing strength at which the EP occurs (ηEP ) as
γ2/γ1 is varied. For η < ηEP , λ1,2 are complex conjugates, hence explaining the fact that
Γ1/Γ2 = 1 for this region. While for η > ηEP , λ1,2 become real valued and Γ1 decreases
when increasing the squeezing strength, while Γ2 increases, as exemplified in Fig. 6.2 (b).

Although the behavior of Γ1/Γ2 is qualitatively the same for all the considered range of
γ2/γ1, we find that there are important quantitative differences. In particular, the smaller
is γ2/γ1 the wider is the gap for a given squeezing strength. This is intimately related to
the behavior of Γ1 as the classical limit is approached (i.e. γ2/γ1 → 0). Indeed, anticipating
the results of the following chapter, in this limit it is found that Γ1 → 0 for η > ηc while
Γ2 saturates to a non-zero value. This means that the steady state becomes degenerate
and the system undergoes a DPT [34, 35]. This is intimately related to the emergence of
the classical bistable attractors, as we shall see in chapter 7. Notice that in this limit it is
also found that ηEP → ηc.

In broad terms, the spectral gap is enhanced in the presence of a large number of
excitations: the larger is the non-linear damping, the more squeezing is needed. The
dynamics of the system displays a significant timescale separation for rates Γ1 and Γ2

differing by an order of magnitude or more, as in the (right dark) regions delimited by a
red-dashed line (where Γ1/Γ2 ≤ 0.1) in Fig. 6.1 (a) and (b).

6.3.2 Effective long-time dynamics

The disparity between the weakest damping rate Γ1 and the others allows us to capture
the system dynamics after a transient considering only the disparate timescales τ−1

1,2 = Γ1,2.
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Figure 6.2: (a) and (b), eigenfrequencies and decay rates of the first two eigenmodes varying η/γ1, respec-
tively, and for γ2/γ1 = 0.1. In all panels ∆/γ1 = 0.1.

This large separation of timescales makes an initially excited state to rapidly decay (∼ τ2)
to the manifold spanned by ρ̂ss and the longest-lived eigenmode ρ̂1, where it displays a
slow relaxation to ρ̂ss at times of the order of τ1 [162, 354]. Thus, there is a well-defined
intermediate timescale, τ2 ≪ t ≪ τ1, in which the contribution of the higher modes is
negligible while the decay of ρ̂1 is not yet appreciable, and thus the state of the system
appears stationary in this time window. This is actually a signature of metastability [162],
as we develop further here.

Approximation of the long-time transient. After times of the order of τ2, the dy-
namics is well approximated just considering the contributions of the longest-lived eigen-
mode and of the stationary state. As we have shown in the previous section, the parameter
regime in which Γ1/Γ2 ≪ 1 corresponds to η > ηEP , and thus λ1,2 are real valued and the
corresponding right and left eigenmatrices are Hermitian [35, 268] (see also chapter 2).
Then, the long-time dynamics can be approximated as

ρ̂(t) ≈ ρ̂ss +Tr[σ̂1ρ̂(0)]ρ̂1e
−Γ1t, (6.13)

which follows from Eq. (6.5) neglecting the contributions for the modes with j ≥ 2. By
using the formalism introduced in Refs. [162, 354], the approximate long-time dynamics of
Eq. (6.13) can be recast in terms of an effective stochastic process between two particular
metastable states, which provides an insightful representation of this long-time response in
a basis different from that provided by the stationary state and the longest-lived eigenmode
ρ̂1, the latter not being a physical state since it is traceless [35]. In the following, we discuss
the application of such formalism [162, 354] to our system (further details are in appendix
I).

Metastable manifold. From the approximation of the long-time transient given in
Eq. (6.13) it follows that the state of the system is restricted to the convex manifold of
states spanned by the projection of the initial condition over the stationary state and the
longest-lived eigenmode:

P ρ̂ = ρ̂ss +Tr[σ̂1ρ̂]ρ̂1. (6.14)

We denote this manifold as the metastable manifold. In Refs. [162, 354], it is shown
that the metastable manifold can be parametrized in terms of the two extreme metastable
states (EMSs), defined as:

µ̂1 = ρ̂ss + cmaxρ̂1, µ̂2 = ρ̂ss + cminρ̂1, (6.15)
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where cmax and cmin are the maximum and minimum eigenvalues of the Hermitian σ̂1.
In our system, numerical analysis reveals that cmin = −cmax for the considered regime,
i.e. when Γ1/Γ2 < 1. Moreover, we find that for a significant spectral gap (Γ1/Γ2 ≪ 1)
these coefficients can be well approximated by cmax = −cmin ≈ 1, which yields the simpler
expressions for the EMSs: µ̂1(2) ≈ ρ̂ss + (−)ρ̂1 (see appendix I). The projection of the state
of the system at a given time onto the metastable manifold can be written in terms of the
EMSs as:

P ρ̂(t) = p1(t)µ̂1 + p2(t)µ̂2, (6.16)

where the real coefficients p1,2(t) are defined in appendix I, while they are constraint to
satisfy [162, 354]:

p1,2(t) ≥ 0, p1(t) + p2(t) = 1. (6.17)

Effective two-state incoherent process. By means of the EMSs the long-time dy-
namics can be parametrized in terms of two (in a good approximation) physical states2,
whose properties can be readily characterized. Crucially, the EMSs constitute the only ba-
sis for which p1,2(t) satisfy Eq. (6.17) in the whole metastable manifold. Therefore, in this
case, p1,2(t) can be interpreted as probabilities and the dynamics within the metastable
manifold is given by [162, 354]:

ṗ1(t) = −ṗ2(t) = −
Γ1

2
[p1(t) − p2(t)], (6.18)

whose solution makes Eq. (6.16) equivalent to Eq. (6.13). Thus, the approximate long-
time dynamics for the state of the system has been recast in the form of a two-state
stochastic process between the EMSs, with a switching rate Γ1/2 [88]. This characterizes
the long transient to which an initially excited state rapidly relaxes. From the solution of
this dynamics (appendix I) we find that p1(t→∞) = p2(t→∞) = 1/2, which could be also
deduced from the fact that ρ̂ss = (µ̂1+ µ̂2)/2. This illustrates the notion of metastability in
our system: any initial unbalanced mixture of the EMSs decays on a very long timescale
to the balanced one (ρ̂ss), remaining apparently stable for the long transient in the well-
defined intermediate timescale τ2 ≪ t ≪ τ1. In the following section we explore in detail
the physical meaning of this statement by characterizing the properties of µ̂1,2, through
a visual representation based on the Wigner function, and of this effective incoherent
dynamics between these EMSs.

6.4 Metastable preferred phases

As we show here, the characterization of the EMSs µ̂1,2 provides a first important insight
on the relation between the metastable dynamics and entrainment. In fact, we can gain
intuition from their visual rendering as provided by their Wigner representation (see ap-
pendix A). In Fig. 6.3 we plot the Wigner distribution for ρ̂ss, and µ̂1,2. As illustrated
in Fig. 6.3 (a) and (d) the Wigner distribution of the stationary state displays a manifest
bimodal character. Here, we consider two disparate parameter values γ2/γ1 = (0.1,3) and
η/γ1 = (0.2,2), both satisfying Γ1/Γ2 ≪ 1 (Fig. 6.1). In fact, we find this bimodality to be
present in the whole metastable regime. This can be intuitively understood by considering
the Wigner distribution of µ̂1,2, as shown in panels (b), (c) and (e), (f). We can appreciate
that each of the lobes corresponds indeed to one of the metastable states.

2Notice that µ̂1,2 are Hermitian with trace one, but only approximately positive. The small corrections
to positivity arise after neglecting the contribution of the higher modes in Eq. (6.13). Thus, the smaller is
Γ1/Γ2, the better is the approximation to neglect them for t ≫ τ2 and, accordingly, the smaller are these
corrections [162].
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Figure 6.3: Colormaps: Wigner distribution W (α,α∗), where α is the amplitude of a coherent state, in
different cases: (a) of ρ̂ss, (b) of µ̂1/2, (c) of µ̂2/2, where the factor 1/2 is introduced for display purposes.
Parameters: γ2/γ1 = 3, η/γ1 = 2, ∆/γ1 = 0.1. In panels (d) to (f) we plot the same as in (a) to (c) but for
γ2/γ1 = 0.1, η/γ1 = 0.2 and ∆/γ1 = 0.1.

Metastable phase-locking. The bimodality of the stationary state is a reminiscence
of classical bistability. However, in stark contrast to the classical case, according to the
quantum formalism, these states are not stable but metastable, and the effective dynamics
of Eq. (6.18) tells us that quantum fluctuations eventually drive the system to an even
mixture of both. In fact, if we consider an initial condition consisting only of one lobe,
i.e. pj(0) = 1 and pk(0) = 0 with j ≠ k, we can see how on times of the order of τ1

the population of both lobes becomes progressively the same, until the stationary state is
finally reached. This follows from the fact that the long-time transient is well described
by the dynamics on the metastable manifold, i.e. Eq. (6.16), with the formal solution
given in Eq. (I.7).

As reviewed in chapter 1, the Wigner distribution of the stationary state is a well known
indicator of the emergence of phase-locking between the oscillator and the external forcing
[67, 68, 86, 166], or between coupled oscillators [66, 69, 70]. In the case of the squeezed
QvdP oscillator, the emergence of phase preference is accompanied by the bimodality
of the Wigner distribution [166] as displayed in Fig. 6.3. Therefore, each of the EMSs
µ̂1,2 can be interpreted as one of the two possible preferred phases to which the squeezed
QvdP oscillator settles for large enough squeezing strength. It follows that the incoherent
process between these two metastable preferred phases limits phase-locking in the long-
time limit, as the stationary state that is reached is an even incoherent mixture of both.
The manifestation of this incoherent process limiting phase-locking in different dynamical
quantities is explored in more detail in the following section.

Symmetry-broken preferred phases. We will next show that the assessment of sym-
metries in the metastable states manifold discloses the mechanism of (anti-) synchroniza-
tion in this regime. Let us start noticing that our master equation is invariant under the
transformation â → −â, â† → −â†, i.e. it displays parity-symmetry [35, 268]. This means
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that we can define the unitary transformation:

Z2ρ̂ = eiπâ
†âρ̂e−iπâ

†â, (6.19)

whose action commutes with that of the Liouvillian (see chapter 2):

[Z2,L]ρ̂ = 0. (6.20)

Hence, the eigenmodes are either parity symmetric or parity antisymmetric, which means
Z2ρ̂j = zj ρ̂j with zj = ±1, respectively [35, 268]. An important observation is that the
stationary state and the longest-lived eigenmode belong to different symmetry sectors:

Z2ρ̂ss = ρ̂ss Z2ρ̂1 = −ρ̂1. (6.21)

While the stationary state must be parity symmetric, as shown in Refs. [35, 268], the
symmetry of ρ̂1 is assessed numerically by realizing that its contribution for parity sym-
metric observables vanishes identically, i.e. Tr[ρ̂1(â†)mân] = 0 for m + n = even, while its
contribution for parity antisymmetric ones is generally non-zero, i.e. Tr[ρ̂1(â†)mân] ≠ 0
for m+n = odd, where m and n are integers. As a consequence of this and of cmax = −cmin,
it follows that the EMSs do not have a well-defined parity symmetry, and actually they
are parity-broken states satisfying:

Z2µ̂1(2) = µ̂2(1). (6.22)

Thus, both EMSs yield the same value for the expected value of parity symmetric ob-
servables3, while for parity antisymmetric ones their value solely differs by a phase eiπ.
Then, parity-symmetric observables are insensitive to this metastable dynamics, as for any
P ρ̂(t) [Eq. (6.16)] both µ̂1,2 contribute exactly the same, making irrelevant the particular
evolution of p1,2(t) as their sum is one for all t. In contrast, notice the particular case
of the amplitude in which since it is an antisymmetric observable we have ⟨â⟩1 = −⟨â⟩2.
This is precisely the same phase relation between the two possible classical amplitudes in
the synchronized regime, as briefly commented in Sec. 6.2.2. In this sense, it turns out
that, as the classical limit is approached, observables computed over the EMSs approach
the corresponding classical values for each bistable fixed point (see next chapter). These
observations together with the Wigner representations of Fig. 6.3, suggest an intimate
connection between the emergence of preferred phases in the quantum regime, and thus
synchronization, and metastability.

6.5 Metastable entrained dynamics

In this section we consider how the characteristic metastable response of the system man-
ifests in the amplitude dynamics and two-time correlations used to characterize entertain-
ment. We find that the metastable regime corresponds to the regime in which the system is
entrained by the external forcing. Still, the temporal coherence of this entrained response
is ultimately limited by the incoherent process between the two possible preferred phases.
Finally, we find that while the long-time amplitude dynamics can be understood from a
classical stochastic process, the quantum nature of the fluctuations becomes manifest in
the two-time correlations.

3 If Ẑ2ÔS = ÔS , then ⟨ÔS⟩1 = ⟨ÔS⟩2, while there is ”−” sign in the case of Z2ÔA = −ÔA. Where we
have used the notation ⟨ô⟩1(2) = Tr[ôµ̂1(2)].
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Figure 6.4: (a) Imaginary part of ⟨â(t)⟩ in the rotating frame for different initial conditions and parameters.
Red solid line: γ2/γ1 = 0.1, η/γ1 = 0.2, ρ̂(0) = ∣1.2α+⟩⟨1.2α+∣, where ∣xα+⟩ is a coherent state of amplitude
x times the classical solution α+ (6.2.2) corresponding to the considered parameters. Blue solid line:
γ2/γ1 = 1, η/γ1 = 1.5, ρ̂(0) = ∣1.5α+⟩⟨1.5α+∣. Yellow solid line: γ2/γ1 = 3, η/γ1 = 2.5, ρ̂(0) = ∣0.5α+⟩⟨0.5α+∣.
Broken black lines: results using the approximate dynamics of Eq. (6.23). The markers on the time axis
indicate τ1 (right) and τ2 (left) for the different parameters: γ2/γ1 = 0.1 (red circles), γ2/γ1 = 1 (blue
squares), γ2/γ1 = 3 (yellow triangles). (b) Zoom in of the γ2/γ1 = 1 case, in the laboratory frame, for
ωs/γ1 = 20π. In this case the black-broken line corresponds to Eq. (6.25). In all cases ∆/γ1 = 0.1.

6.5.1 Amplitude dynamics

According to the theoretical analysis of the previous sections, after a short transient of
the order of τ2, the amplitude dynamics for an arbitrary initial state is restricted to the
metastable manifold and it is well approximated by

⟨â(t)⟩ ≈ ⟨â⟩1p1(t) + ⟨â⟩2p2(t)∝ p1(t) − p2(t), (6.23)

where p1,2(t) are the solutions of Eq. (6.18). This is numerically confirmed in Fig. 6.4 (a)
for three different values of γ2/γ1. In this panel we plot in logarithmic scale the imaginary
part of ⟨â(t)⟩ (the real part would be similar) comparing the exact results of the full model
(color solid lines) with the ones following the reduced EMSs effective long-time dynamics
(black broken lines). We see that the initial excited (coherent) state rapidly relaxes to the
metastable manifold which is accurately described by Eq. (6.23). Notice that Eq. (6.23) is
the same we would obtain from the two-state stochastic process using the rules of classical
stochastics [88], which state that the average dynamics of a first moment is the sum of the
contributions of each state weighted by p1,2(t) (see also appendix I).

Plateaus of perfect entrainment. The behavior observed in Fig. 6.4 (a) can be fully
understood recalling the Liouvillan analysis of Sec. 6.3, where we found that whenever
Γ1/Γ2 ≪ 1, there is a well-defined intermediate timescale τ2 ≪ t≪ τ1 in which the dynamics
is apparently stable, as the contributions of the modes with j ≥ 2 have already decayed
out while the final decay is not yet appreciable since Γ1t≪ 1. Thus,

⟨â(t)⟩ ≈ ⟨â⟩1p1(0) + ⟨â⟩2p2(0) (6.24)

on this long transient. This corresponds to the plateaus displayed for intermediate times
in Fig. 6.4 (a), in between the corresponding markers in the time axis (indicating τ1,2),
and which we now show to be intimately related to entrainment.

The tight connection between metastability and entrainment can be made explicit
going back to the laboratory frame4, where for this intermediate timescale we find the
approximate solution

⟨â(t)⟩L ≈ ⟨â⟩1e
−iωst(p1(0) − p2(0)), (6.25)

4We use the notation ⟨Ô(t)⟩L to designate observables in the laboratory frame. Recall that ρ̂L(t) =
Ûtρ̂(t)Û†

t , from which temporal oscillations at ωs or multiples of it can be easily recovered.
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Figure 6.5: Emission spectrum considering the exact dynamics (color solid) and the approximate ones
(black-broken) for γ2/γ1 = (0.1,1,3) and η/γ1 = (0.15,0.75,1.875) such that Γ1/Γ2 ≈ 0.05, with the following
color code: in red γ2/γ1 = 0.1, in blue γ2/γ1 = 1, in yellow γ2/γ1 = 3. In all cases ∆/γ1 = 0.1.

According to this, the QvdP oscillator displays an ”apparently” stable and perfectly en-
trained subharmonic response. Provided that ωs ≫ γ1, the system will oscillate coherently
for many cycles at exactly half of the frequency of the forcing until the effects of the inco-
herent process described by Eqs. (6.18) and (6.23) start to be evident at times of the order
of τ1. This is exemplified in panel (b), in which we compare the approximate non-decaying
subharmonic response of Eq. (6.25) (black-broken line) with the exact result (color solid
line) and for intermediate times inside the plateau, finding a very good agreement.

While in a long transient entrainment is then achieved in the presence of metastability,
Eq. (6.23) also illustrates precisely how the incoherent process between the two metastable
phases eventually hinders the entrained response in the long-time limit. In particular, as
the stationary state is a symmetric mixture of both phases, and since they differ by a
π-phase, the expected value of the amplitude eventually decays out on the long timescale
given by τ1 following the dynamics given by Eqs. (6.18), as illustrated in Fig. 6.4 (a).
Again, this is to be contrasted with the classical deterministic case, in which the system
settles in one of the bistable locked-phases oscillating subharmonically forever, due to the
absence of fluctuations connecting both phases.

6.5.2 Two-time correlations and observed frequency

We now consider the dynamics of the amplitude two-time correlation in the stationary
state, as from this two-time correlation a well known indicator of frequency entrainment
can be computed. This is the observed frequency [68, 70, 166, 361], ωobs, defined as the
maximum of the emission or power spectrum5:

ωobs = argmax[S(ω)] (6.26)

with

S(ω) = ∫
∞

−∞
dτe−iωτ ⟨â†(τ)â(0)⟩ss] = 2Re[∫

∞

0
dτe−iωτ ⟨â†(τ)â(0)⟩ss] (6.27)

where the subscript ”ss” denote that this correlation is calculated in the stationary state
in which two-time correlations only depend on the difference between the time arguments,

5For models displaying parity symmetry, as in our case, we have that ⟨â⟩ss = 0 and thus the emission
spectrum as defined in Eq. (6.27) coincides with the fluctuation spectrum or power spectrum as defined
by [361] Sinc(ω) = ∫

∞

−∞
dτe−iωτ [⟨â†(τ)â(0)⟩ss − ⟨â†(τ)⟩ss⟨â⟩ss] (see also appendix I). Notice that in some

contexts Sinc(ω) is known as the incoherent part of the emission spectrum [59].
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Figure 6.6: (a),(b) Ratio of the observed frequency and the detuning ωobs/∆, considering the exact results
(color solid) lines and the approximate ones (black-broken). The lines correspond to γ2/γ1 = (0.1,1,3),
with the following color code: in red γ2/γ1 = 0.1, in blue γ2/γ1 = 1, in yellow γ2/γ1 = 3. The insets show a
zoom in of the well-entrained region. In all cases ∆/γ1 = 0.1.

i.e. ⟨â†(−τ)â(0)⟩ss = ⟨â†(0)â(τ)⟩ss, while we have also used the fact that ⟨â†(0)â(τ)⟩ss =
[⟨â†(τ)â(0)⟩ss]∗. Perfect (subharmonic) entrainment arises when the system oscillates at
(a fraction of) the driving frequency. As Eq. (6.27) is in the rotating frame, the observed
frequency will be zero when the system is well entrained, and close to the intrinsic detuning,
∆, when there is no synchronization [68, 166].

Dominant fluctuation mode. In the metastable regime, the emission spectrum is
dominated by the contribution of the longest-lived eigenmode. Since in this regime we
have that Γ1/Γj≥2 ≪ 1, the resonance associated with this mode should stand out in the
spectrum. Indeed, we show in Fig. 6.5 how the contribution of this mode fits accurately
the main peak of the spectrum in this regime. Furthermore, this panel also illustrates
how Γ1 diminishes when decreasing γ2/γ1: in the three cases amplification/damping rates
and squeezing are varied but maintaining Γ1/Γ2 ≈ 0.05, and we can see how diminishing
γ2/γ1 the resonances become significantly sharper, a signature of the vanishing of Γ1 in
the classical limit (see next chapter). In fact, the decay rate of the dominant mode takes
the values Γ1/γ1 ≈ (0.017,0.087,0.152) for the cases γ2/γ1 = (0.1,1,3), respectively.

We recall that, while the large-τ dynamics of two-time correlations can be written in
terms of Eq. (6.18) [162, 354], we find that it is more illustrative to write it in terms of
the (fully equivalent) Eq. (6.13). In particular from Eqs. (I.2) and (6.13) it follows that
for Γ1/Γ2 ≪ 1:

⟨â†(τ)â(0)⟩ss ≈ Tr[σ̂1âρ̂ss]Tr[â†ρ̂1]e−Γ1τ . (6.28)

We highlight the factor Tr[σ̂1âρ̂ss] in this equation stemming from the quantumness of the
model. Indeed, the two-time correlation (and thus the emission spectrum) follows from an
initial perturbation of the stationary state (here âρ̂ss) [59], and can be interpreted as the
unavoidable disturbance of a measurement process. Generally, this factor makes this two-
time correlation different from the corresponding one of a classical two-state stochastic
process [88], which is found to be C(τ) = ∣⟨â⟩1∣2e−Γ1τ (see appendix I). Since generally
Tr[σ̂1âρ̂ss] ≠ ⟨â⟩1, we find that ⟨â†(τ)â(0)⟩ss ≠ C(τ). This manifests in the fact that
the Fourier transform of C(τ) is centered at the origin for η ≥ ηEP while this is not the
case for the quantum case, as we shall see in Fig. 6.6. Thus, in contrast to the case
of the long-time amplitude dynamics Eq. (6.23), multi-time correlations do not follow
straightforwardly from the corresponding classical law of a two-state stochastic process.
In these two-time correlations, the quantum nature of the fluctuations and of the degrees
of freedom becomes manifest.
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Metastable entrained regime. We now proceed to analyze the behavior of the ob-
served frequency. In Figs. 6.6 (a) and (b) we exemplify for different parameter values how
as the squeezing strength η increases the system becomes entrained, i.e. ωobs/∆ goes from
one to zero. Notice how the transition to entrainment is sharper the smaller is γ2/γ1 (large
number of excitations). For η > ηEP we have plotted in black-broken lines the observed
frequency calculated from the effective long-time dynamics, i.e. Eq. (6.28). Here, we can
observe that the asymptotic decay of ωobs towards zero is very well captured by this ap-
proximate calculation. This can be further appreciated in the insets of these two panels, in
which the well-entrained region, that of ωobs close to zero, is shown in more detail. Hence,
as the entrained dynamics is well characterized by the metastable response of the state
of the system, the signatures of entrainment in the power spectrum are captured by the
effective long-time dynamics between the metastable phases that follows from the opening
of a spectral gap.

6.6 Discussion and concluding remarks

In this chapter we have established the connection between the quantum entrainment in
the squeezed QvdP oscillator and quantum metastability. We have reported that squeezing
enables the opening of a spectral gap in the Liouvillian, which leads to a huge separation
of timescales in the dynamics: after a short transient of time the system settles into the so-
called metastable manifold in a mixture of two metastable states that depends on the initial
condition. It then follows an incoherent process between the two parity-broken metastable
preferred phases of the entrained oscillator. Indeed, the oscillation frequency settles to the
value of half of the forcing. Still, quantum entrainment is ultimately limited by this
incoherent process, as for the stationary state the temporal coherence of the subharmonic
response eventually decays out.

Entrainment and fluctuations dynamics. The distinctive features of the analyzed
quantum entrained dynamics stem from the distinct classical attractors introduced by the
squeezed forcing. Hence, classical phase bistability becomes phase metastability in the
presence of quantum fluctuations, as reflected by the dominant fluctuation mode in the
system. This scenario is to be contrasted with quantum entrainment in the driven QvdP
oscillator (in the absence of squeezing) [67, 68, 363], where the dominant fluctuation
modes describe the dynamics around the unique fixed point attractor of the entrained
regime [363]. This qualitative difference is behind the reported specific features of the
power spectrum presented in Refs. [166, 363]. In fact, in Ref. [363] (see also appendix
H) this fluctuations dynamics is analyzed in detail as well as its signatures in the power
spectrum (or incoherent part of the emission spectrum). Fluctuations are shown to display
an overdamped regime and an underdamped one, which translate in the power spectrum
displaying either a broad peak centered at the driving frequency or displaying sidebands
around this frequency, respectively [363]. Moreover, in the overdamped regime the width of
the peak is reported to increase with the driving strength [166], which can be interpreted
as the suppression (or faster decay) of the fluctuations around the coherent dynamics
of the unique fixed point attractor of the entrained regime (appendix H). This is to be
contrasted with the squeezed QvdP oscillator, in which the width of the main Lorentzian
peak decreases significantly as the squeezing strength is increased (as reported here, see
Fig 6.2 (b), or in [166]). As our analysis reveals, this contrasting behavior is due to
the completely different physical origin of this peak, rooted in the fluctuation dynamics
between two fixed point attractors of the entrained regime. Thus, the decreasing of this
linewidth is to be interpreted as the jumps between the two preferred-phases becoming
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suppressed (or less frequent), which leads to an enhanced temporal coherence for the
entrained subharmonic response. Therefore, we conclude that a careful assessment of
the fluctuation dynamics is crucial to understand the synchronized response of quantum
systems and its key signatures in the power spectrum.

Precisely, the characteristic fluctuation dynamics reported here transcends the partic-
ular context of the squeezed QvdP oscillator. As discussed, metastability appears in many
different driven-dissipative quantum systems [162]. A particularly relevant example for
us is the case of DPTs with spontaneous parity-symmetry breaking [35]. This is indeed
what happens in this system in the infinite-excitation limit where the classical attractors
emerge, and the parity-broken metastable preferred phases acquire a divergent lifetime (see
next chapter). Other examples of metastable dynamics associated with parity-breaking
transitions have been reported in Refs. [35, 358, 359]. Moreover, such long timescales
associated with fluctuations between multiple possible phases have also been reported
for quantum systems of parametric oscillators [196], period-tripling oscillators [366], and
optomechanical oscillators [87]. Thus, slow-relaxation timescales seem a characteristic fea-
ture of multistable dynamical systems in the quantum regime, and a seemingly metastable
manifold and dynamics could be expected for these examples as well as in further synchro-
nization scenarios with multiple preferred phases. In this sense, it would also be interesting
to investigate whether the metastable entrained dynamics reported here can be seen as a
form of quantum activation process [367, 368] emerging in a far-from-equilibrium scenario,
in which non-linear dissipation plays a fundamental role in shaping the properties of the
metastable states.

Temporal coherence of quantum synchronization. Finally, two aspects of the re-
sults presented here might have caught the attention of the reader in relation to the
results of the previous chapters: the occurrence of coalescence as the entrained regime is
approached and the fact that the entrained oscillation is transient, i.e. it emerges after an
initial fast decay and eventually fades out. The EP reported here plays the same role as
in chapter 4, i.e. it lies in between different dynamical regimes, and thus, it signals the
reorganization of the (fluctuation) modes governing the dynamics of the system. This will
be further investigated in the following chapter, in which the relation between the EP and
the classical bifurcation point will be addressed. With regard to the transient character
of entrainment, it connects nicely with transient synchronization, something which was
unnoticed in the literature. Hence, for both phenomena, we find that the emergence of
synchronization is associated with a significant timescale separation in the dynamics, i.e.
the opening of a spectral gap, that leads to a long-lived synchronized response practically
independent of the initial conditions (see previous chapters or Refs. [5, 44, 65]). In a big-
ger picture, this illustrates the more general fact that, while synchronization in quantum
systems is possible, the temporal coherence of such a dynamical response is often limited
by the presence of quantum fluctuations inherent in open quantum systems, generally
leading to a finite time-window for the observation of the synchronized dynamics, in stark
contrast to the case of classical noiseless dynamical systems [42, 43].



CHAPTER 7

Dissipative phase transition,
time-crystals and entrainment

In this chapter, we follow our quest on the study of synchronization within the more general

context of driven-dissipative phenomena, such as DPTs and time-crystals. Here, we will meet

again the squeezed QvdP oscillator, but focusing on the physics emerging as the infinite-

excitation limit is approached (classical limit). As we shall see, the system displays two

regimes in which different symmetries are spontaneously broken and which correspond to the

emergent mean-field bifurcation diagram. In the first regime, time-translation symmetry is

broken continuously, and the system displays a set of coherences whose lifetime diverges as

this limit is approached. In the second regime, the Liouvillian gap closes, and the system

breaks simultaneously parity symmetry and discrete time-translation symmetry. Hence, the

system displays a peculiar transition from a continuous to a discrete dissipative time-crystal.

This transition is actually a DPT and corresponds to the entrainment transition. Thus, we

find that the presence or the absence of synchronization is here related to different types of

time-crystalline order. Furthermore, we will show that the bifurcation point manifests in the

Liouvillian as an EP. The results of this chapter correspond to a work in preparation [10].

7.1 Introduction

Can we understand the transition to synchronization as a dissipative phase transition? Is
the emergence of synchronization accompanied by time-crystalline order? These are two
fundamental questions that we have first introduced in chapter 1 and which motivate the
research presented in this chapter.

DPTs and synchronization. As explained in section 1.2, DPTs occur in the thermo-
dynamic and infinite-excitation limits in which system observables display a non-analytical
behavior in between different phases or regimes. Furthermore, this can be accompanied
by the closure of the Liouvillian gap and the spontaneous breakdown of underlying sys-
tem symmetries. When considering classical driven-dissipative systems, the transition
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to synchronization often corresponds to a bifurcation to a dynamical regime character-
ized by phase- and frequency-locking, with non-analytical behavior of the system observ-
ables as a control parameter is varied [42, 43]. In such cases and when considering their
quantum counterpart, does this transition translate to a DPT with the corresponding
Liouvillian gap closure? This question, despite being fundamental, remains unexplored.
Interesting candidates to analyze it are arrays of QvdP oscillators [67, 69, 70] and op-
tomechanical oscillators [66] or other non-linear oscillators, as the ”321-oscillator” [85], as
they display mutual synchronization and they can be studied approaching the thermody-
namic or infinite-excitation limits. A single QvdP oscillator forced by an external field
is also a promising candidate to address this question. Indeed, in the previous chapter
we have shown that entrainment in the squeezed QvdP oscillator is intimately related to
a metastable response. This immediately points out the possibility of a DPT occurring
in the infinite-excitation limit, as metastability is a known precursor of such transitions
[35, 162]. Moreover, since it is made of a single bosonic mode (and not many), numerical
exploration of the full quantum model is not so forbidding, which constitutes an important
advantage. In this chapter, we will show that the transition to entrainment corresponds
to a DPT with parity symmetry breaking, in which an EP plays the role of the bifurcation
point. In appendix H, we also discuss this possibility for the driven QvdP oscillator.

Time-crystals and synchronization. The question on the relation between synchro-
nization and time-crystals (see Sect. 1.2 for an overview of time-crystals) was already
raised in some of the seminal works on dissipative time-crystals [38, 193]. In fact, some
examples in which such phenomena go hand-in-hand have been reported. In particular,
in Ref. [193] a driven-dissipative atomic system of the family of ”superradiant lasers”
in which atomic synchronization is known to occur [46, 80] is considered, and the syn-
chronized phase is shown to correspond to a continuous time-crystal. As for the side of
discrete time-crystals in open quantum systems, measures of quantum synchronization
have been used to detect this form of time-crystalline order in Ref. [39]. In a different
work, the different units of a driven-dissipative Hubbard model have been reported to be
synchronized in the time-crystalline phase [369]. On the other hand, in Refs. [370, 371]
classical systems of parametric oscillators are shown to display a discrete time-crystalline
phase, and the connection with classical subharmonic entrainment is pointed out.

In this regard, here we contribute on this connection from the side of quantum synchro-
nization, i.e. we consider a system known to display synchronization both in the quantum
and classical regimes and we investigate the connection with time-crystals. Again, the
squeezed QvdP oscillators provide a rich and convenient playground in which to address
this program. As we show, the squeezed QvdP oscillator is an emergent semiclassical
time-crystal (i.e. the time-crystalline phase is well described by mean-field [199]). Fur-
thermore, this time-crystal is interesting by itself as it has the peculiarity to display two
regimes that can be accessed by simply tuning the parameters of the system: a regime in
which time-translation symmetry is broken continuously, and a regime in which it is broken
in a discrete fashion. In fact, the emergence of the continuous time-crystal indicates the
lack of entrainment, while the emergence of the discrete one indicates perfect entrainment
with the forcing. We argue that continuous time-translation symmetry breaking might
be a generic feature of the lack of entrainment as (at the classical level) other systems
also display a limit-cycle attractor in the unentrained regime [42, 43] (e.g. the driven vdP
oscillator, see appendix H). Instead, the regime in which time-translation symmetry is
broken discretely is accompanied by parity symmetry breaking and occurs after the DPT.
Interestingly, the simultaneous breakdown of these two symmetries had been reported also
for dissipative Dicke models [39] and in systems of non-linear oscillators [196, 370].



7.2 Infinite-excitation limit 125

7.2 Infinite-excitation limit

In this chapter, we consider again the squeezed QvdP oscillator as described by Eqs.
(6.1) and (6.3), and we focus on the physics that emerges as the number of excitations
becomes macroscopic. This limit is well described by the classical mean-field equation of
motion (6.7), as the role of quantum fluctuations and correlations is no longer important.
As commented in chapter 6, γ2/γ1 controls the number of excitations of the system. In
fact, a convenient way to reach this infinite-excitation limit consists in decreasing the
non-linear dissipation rate with respect to the linear amplification, i.e. setting γ2/γ1 → 0.
Two important observations of the mean-field solutions described in Sect. 6.2.2 are: (i)
the bifurcation diagram is independent of γ2/γ1 as it just depends on the relation between
squeezing strength and detuning, i.e. on η vs. ∆; (ii) in both regimes the squared modulus
of the amplitude is inversely proportional to γ2, see Eqs. (6.11) and (6.12), which suggests
that as the regime of validity of the mean-field equation is approached, the boson number
becomes inversely proportional to γ2.

The small non-linearity per boson limit. These considerations suggest the following
recipe to study the limit of macroscopic occupation. (i) Rescale all parameters by γ1, and
keep this one fixed. (ii) Define the dimensionless control parameter

N = 1

γ2/γ1
. (7.1)

(iii) Take the limit N → ∞ while keeping all the other parameters fixed, which leads to
⟨â†â⟩ → ∞. Physically, this means that the non-linearity per boson becomes vanishingly
small such that a macroscopic number of bosons is necessary to saturate the eventual
instabilities of the system, settling the oscillator in an attractor with macroscopic occu-
pation number1. Importantly, this kind of limit has been discussed in zero-dimensional
systems (i.e. few mode systems) both in the contexts of dissipative phase transitions
[35, 122, 136, 158] and dissipative time-crystals [40, 168, 197, 199, 200]. Interestingly, in
some of these systems an analogy can be established between this infinite-excitation limit
and the usual thermodynamic limit, as N can be made to represent the actual size or
number of sites of a (ficticious) lattice system, while the (actual) zero-dimensional system
is found to approximately correspond to the fundamental Fourier mode of this lattice (i.e.
the one with zero wavevector)[136, 168].

This way of performing the infinite-excitation limit has the advantage that the pop-
ulation number is increased independently of ∆ and η, and hence, these parameters are
reserved to access the different regimes of the bifurcation diagram. In fact, following this
approach, by simply rescaling the creation and annihilation inside the expectation values
following the rule:

â(â†)→ â(â†)/
√
N, (7.2)

in the limit N →∞, they will tend to the results of the rescaled classical equation:

d

d(γ1t)
α̃ = −i(∆/γ1)α̃ +

1

2
α̃ − ∣α̃∣2α̃ − 2(η/γ1)α̃∗. (7.3)

where we have defined the scaled amplitude α̃ = α/
√
N with α = ⟨â⟩, and which only

depends on the detuning and squeezing strength.

1Therefore, this limit consists in decreasing progressively the non-linearity per boson, which should not
be confused with simply dropping the term γ2D[â2]ρ̂ from Eq. (6.1). Simply killing a term does not
define any limiting procedure, while progressively making it small means that one progressively explores
increasing boson numbers.
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Figure 7.1: (a) Color dashed and dashed-dotted lines correspond to the quantities computed using the
stationary state of the master equation for the different values of N as indicated in the legend. Solid black
lines correspond to the mean-field calculation as detailed in the text. (a) ⟨n̂⟩ss/N . (b) Im[⟨â2⟩ss/N]. In
both cases ∆/γ1 = 0.1

Non-commutative limits. When studying the infinite-excitation limit, we are inter-
ested in comparing the outcomes of the quantum master equation with the ones of the
classical mean-field equation. More in particular, we want to understand whether and how
the stable attractors of the mean-field dynamical system emerge from the master equa-
tion. Hence, we aim to assess both asymptotic time and high-excitation limits. In a first
approach, we might be tempted to directly analyze how expectation values computed in
the stationary state, i.e. ⟨Ô⟩ss = Tr[Ôρ̂ss], behave when increasing N . However, we must
recognize that when doing so, a subtle effect needs to be accounted for. When studying
the asymptotic behavior of ⟨Ô⟩ss with N , we are actually performing two limits in the
following order:

lim
N→∞

⟨Ô⟩ss = lim
N→∞

lim
t→∞

Tr[Ôρ̂(t)], (7.4)

which need not to be equivalent to the limits taken in the opposite order:

lim
t→∞

lim
N→∞

⟨Ô(t)⟩ = lim
t→∞

lim
N→∞

Tr[Ôρ̂(t)]. (7.5)

In the presence of stable limit cycles or multistability, these limits do not generally com-
mute, i.e. limN→∞⟨Ô⟩ss ≠ limt→∞ limN→∞⟨Ô(t)⟩. The reason is that the stationary state
of the master equation, ρ̂ss, usually contains a probabilistic mixture of the different possi-
ble attractors2, even if the strength of the fluctuations is vanishingly small (but non-zero),
as it is the case when the infinite-excitation limit is approached (for different examples see
Refs. [35, 82, 136]).

In our particular system, we find that these two limits do not commute, as we shall see
in the following. Indeed, in the limit-cycle regime, the limit (7.4) is found to approach the
solutions of Eq. (7.3) time-averaged over a period, similar to what has been reported for
other systems [200]. On the other hand, in the bistable regime, this limit [Eq. (7.4)] tends
to the mean-field results averaged over the two stable solutions. This is shown numerically
in Fig. 7.1, in which we compare the results obtained using the stationary state increasing
N (color broken lines), with those obtained averaging (over a period or over the two
solutions) the mean-field solutions of Eq. (7.3) (black solid lines). In panel (a) we compare
∣α̃∣2 calculated using these rules with ⟨n̂⟩ss/N , while in (b) we compare the imaginary part

2If the attractor is a limit cycle with a free phase, this means that the stationary state is a mixture
of all the possible phases. This is the case of the undriven QvdP oscillator in which the phase space
representation of the stationary state displays a ring-like shape. This is similar to what also occurs for
classical stochastic systems [59, 88, 351].
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of α̃2 with Im[⟨â2⟩ss/N]. We can see how as N increases, the quantum results converge
towards the averaged mean-field results. Notice that the largest differences are found near
the bifurcation, where the quantum results feature a crossover that becomes sharper with
larger N . On the other hand, it is the subject of the following sections to address the
other limit, i.e. Eq. (7.5), which might reveal the emergence of the features missed when
considering only ρ̂ss, as persistent oscillations or other symmetry broken solutions [38].
As we shall see, a way to analyze this limit systematically consists in performing a finite-
size analysis of the Liouvillian spectrum and of the long-time dynamics of some relevant
observables.

7.3 Spontaneous symmetry breaking

7.3.1 Symmetries of the Liouvillian

In order to address the presence of spontaneous symmetry breaking, we recall the symme-
tries that our system displays and some important features that follow from them.

Discrete time-translation symmetry. In the laboratory frame, the master equation
(6.1) is time-periodic with period Ts = 2π/(2ωs), as Ĥ(t + Ts) = Ĥ(t), Eq. (6.3), and
thus displays a discrete time-translation symmetry. In terms of the laboratory frame
Liouvillian, i.e. LL(t), this means that:

LL(t + nTs) = LL(t), (7.6)

where n is any integer. Notice that this symmetry is not apparent in the rotating frame,
in which the explicit time-dependence of the master equation is eliminated.

Parity symmetry. For η ≠ 0 the model is parity symmetric, as we have already seen
in the previous chapter, i.e. the master equation is invariant under the transformation
â → −â, â† → −â†, being this true in both the laboratory and the rotating frames. In
the rotating frame, this symmetry translates in the eigenmodes of L displaying certain
properties, from which we highlight the following: (i) all eigenmodes are parity symmetric
or parity antisymmetric, Z2ρ̂j = zj ρ̂j with Z2 defined in Eq. (6.19) and zj = ±1; (ii) the
stationary state is parity symmetric Z2ρ̂ss = ρ̂ss; (iii) all parity antisymmetric observables
are zero in the stationary state Tr[ρ̂ss(â†)mân] = 0 for m + n = odd.

Furthermore, in the absence of squeezing, η = 0, the Liouvillian becomes invariant
under the transformation â → âe−iφ, â† → â†eiφ with φ any real number, i.e. parity
symmetry is promoted to U(1) symmetry. This symmetry has been already presented

in chapter 2, and it can be formally written as Uφρ̂ = e−iφâ
†âρ̂eiφâ

†â, where [Uφ,L]ρ̂ =
0. Furthermore, in this case, since there is no time-dependent driving field, the master
equation displays a continuous time-translation symmetry, i.e. it is the same at all times
t.

7.3.2 Infinite-excitation limit and spontaneous symmetry breaking

For finite N , the stationary state of the system satisfies the symmetries of the Liouvillian
[35, 268] (see also chapter 1.2). In particular, in our case, this means that the stationary
state in the rotating frame is unique and parity symmetric. This implies that back to
the laboratory frame this state displays a period Ts (see Eq. (7.13) below). In stark
contrast, when considering the infinite-excitation limit, spontaneous symmetry breaking
can occur. In the case of parity symmetry this requires the Liouvillian gap to close, such
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that stationary states mixing different symmetry sectors can emerge [35]. On the other
hand, in the case of continuous time-translation symmetry breaking, this requires a set
of eigenvalues to display a vanishing decay rate while a non-zero imaginary part [38].
In such cases, in the long-time limit, the state of the system might not respect some of
the symmetries of the underlying Liouvillian. We now discuss how this can be assessed
considering the appropriate ”order parameters”.

Continuous time-translation symmetry breaking. As we have already seen, in the
rotating frame, the master equation is time independent. Then, one talks of continuous
time-symmetry breaking when there are observables for which there emerge non-decaying
persistent oscillations, i.e. they evolve in time according to [38, 199]:

f(τ) = lim
t→∞

lim
N→∞

Tr[Ôρ̂(t + τ)], (7.7)

where f(τ) is a periodic function whose period varies continuously with the system pa-
rameters, hence the adjective continuous. This has been recently studied in the context
of dissipative (or boundary) time-crystals [38, 197, 199, 200]. While we study this phe-
nomenon in the rotating frame, it can be equivalently defined in the laboratory frame,
in which the system breaks continuously the discrete time-translation symmetry of the
Liouvillian. That is, there are observables that display non-decaying time-dependent tra-
jectories incommensurate with an oscillation of period Ts.

Discrete time-translation symmetry breaking. In the laboratory frame, discrete
time-translation symmetry is signaled by observables that display non-decaying oscillations
whose period is a multiple of Ts:

fL(τ) = lim
t→∞

lim
N→∞

Tr[Ôρ̂L(t + τ)], (7.8)

with

fL(τ + nTs) = fL(τ), n > 1. (7.9)

and thus they break the time-periodicity of LL(t) discretely. This type of time-translation
symmetry breaking has been discussed extensively in the context of discrete time crystals
[39, 40, 183].

Parity symmetry breaking. In this case, it is enough to consider as an order param-
eter any operator that is parity antisymmetric. Then, the spontaneous breakdown of this
symmetry will be signaled by:

C = lim
t→∞

lim
N→∞

Tr[(â†)mânρ̂(t)] ≠ 0, with m + n = odd, (7.10)

where C is a constant. Parity symmetry breaking has been reported recently in relation
with dissipative phase transitions [35], in which the closure of the Liouvillian gap is shown
to give rise to a second stationary state that breaks this symmetry.

It is interesting to recall that in our system parity symmetry and discrete time-
translation symmetry are interrelated 3. This can be seen from the stationary state rotated
back to the laboratory frame:

ρ̂L(t) = Ûtρ̂ssÛ †
t , (7.11)

3This does not mean that parity symmetry is equivalent to discrete time-translation symmetry. For
instance, notice that a term of the type Hd(t) = F (âe−i2ωst + â†ei2ωst) breaks explicitly parity symmetry
but not discrete time-translation symmetry.
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Figure 7.2: (a) Leading eigenvalues for η/γ1 = 0.02, ∆/γ1 = 0.1 and N = 20 (blue empty triangles) or
N = 100 (red triangles). Here, ηc/γ1 = 0.05. For each case and for the two lowest bands, we use lines to
join the modes of the same band. Hence, the blue lines evolve towards the red lines as N is increased.
(b) Leading eigenvalues for N = 100 and η/γ1 = 0.02 (red triangles) and η/γ1 = 0.1 (golden empty squares)
with ∆/γ1 = 0.1, that is below and above ηc/γ1 respectively.

where we recall that Ût = exp(−iωsâ†ât). Then, the following identity holds:

Ût+Ts = exp(−iωsâ†ât)exp(−iπâ†â), (7.12)

which leads to
ρ̂L(t + Ts) = Ût(Z2ρ̂ss)Û †

t = ρ̂L(t), (7.13)

since the stationary state is parity-symmetric. Thus, the parity symmetry of the stationary
state in the rotating frame ensures that the steady state in the laboratory frame is invariant
under a time-translation Ts. This observation already points out that our system might
break these two symmetries simultaneously: what in the rotating frame appears as a
parity-breaking DPT, back in the laboratory frame it appears as the breakdown of discrete
time-translation symmetry.

7.4 Continuous time-translation symmetry breaking (η < ηc)
In this section we show how the system breaks time-translation symmetry continuously
in the infinite-excitation limit and for η < ηc = ∣∆∣/2, which corresponds to the regime in
which the mean-field system displays a limit cycle as the stable attractor.

In the rotating frame, we can study systematically the limit given in (7.5) analyzing
how the Liouvillian eigenspectrum behaves with N . In particular, from the state eigende-
composition of Eq. (6.5) it becomes clear that in order for the non-decaying oscillations
of Eq. (7.7) to emerge, a set of eigenmodes must display non-zero eigenfrequencies, while
their decay rates must tend to zero in the infinite-excitation limit [38, 197, 199]:

lim
N→∞

νj = Im[λj] ≠ 0, lim
N→∞

Γj = ∣Re[λj]∣→ 0, (7.14)

where we recall that we order the eigenvalues such that Re[λ0] ≥ Re[λ1] ≥ Re[λ2] ≥ . . . .

Bands of eigenmodes. In Figure 7.2 we begin our analysis of the eigenspectrum for
η < ηc. In panel (a) we show the leading eigenvalues for η/γ1 = 0.02, ∆/γ1 = 0.1 and
two ”system sizes” N = 20 (blue empty triangles) and N = 100 (red triangles). Recall
that the critical squeezing strength is ηc/γ1 = 0.05 for the given parameters, that is we
are considering η < ηc. For both N ’s, we can appreciate how for approximately the
same frequency there appear many eigenvalues with different decay rate. We refer to
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Figure 7.3: (a) First four fundamental decay rates Γn/γ1. Black-dashed lines correspond to a fit given in Eq.
(7.15) for the ten points with the largest N of the data set. The coefficients read χ = (0.68,2.35,4.74,8.09)
and δ = (0.93,0.91,0.89,0.89) for n = (1,2,3,4), respectively. (b) ∆n = νn − Ωn with Ωn = nΩ varying N
for the first four frequencies. Panels (a) and (b) share the same legend and η/γ1 = 0.02. Both axes of
both panels are in logscale. (c) Frequency of the leading eigenmode varying N and η compared to the
fundamental frequency of the classical limit cycle, Ω. (d) Left scale and in red-squares: exponent δ that
fits Γ1/γ1 ∝ N−δ varying the squeezing strength and below the bifurcation point ηc/γ1 = 0.05. Right scale
and in blue circles: decay rate of the leading eigenvalue for N = 100. In all panels ∆/γ1 = 0.1.

the ones with the smallest decay rate for each frequency as the fundamental band of
modes, while those with approximately the same frequency and larger decay rates form
the subsequent higher-order bands of modes. In order to visualize the two lowest bands
we join the respective modes with two lines. Comparing the results for small and large N
we can appreciate the following crucial difference: the real part of the eigenvalues of the
fundamental band diminishes with N , while the one of the rest of the bands displays a
different behavior. In fact, as we shall see, for N →∞ and η < ηc, the decay rates of the
fundamental band vanish, while the rest saturate to finite values, where a gap of the order
or ∼ γ1 is formed between the different bands. As we shall see, the fundamental band is
behind the emergence of persistent oscillations.

Importantly, this behavior only occurs for η < ηc, as we illustrate in panel (b), where
we compare the typical spectrum for η < ηc and η > ηc for the large value N = 100.
We anticipate that the break of symmetry occurs at ηc for N → ∞ while at finite N
qualitative changes in the spectrum are occurring at ηEP where we find the EP reported
in Fig. 6.2. Notice that ηEP is slightly larger than ηc for finite N , while as we approach
the infinite-excitation limit the differences between both vanish, i.e. ηEP → ηc (see next
section). For η > ηc, the characteristic band structure of the leading eigenvalues disappears
(golden empty squares) and the spectrum looks and behaves differently: now the leading
eigenvalues have collapsed to the real axes. In fact, and as we discuss extensively in the
following section, the leading eigenvalue vanishes λ1 → 0 while λ2 saturates to a finite
value, resulting in a gaped spectrum in which λj ∀j ≥ 2 are separated from the two zero
eigenvalues.
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Asymptotic behavior of the fundamental band. In Fig. 7.3 (a) we show how the
four smallest decay rates change with N . We display only the four smallest ones as their
asymptotic behavior is more evident for finite N than that of larger frequencies, as we
comment below. A numerical analysis shows that these decay rates follow a power law
scaling with N :

Γn/γ1 = χN−δ, (7.15)

with δ > 0, which indicates that they vanish at the infinite-excitation limit, and thus,
points out continuous time-translation symmetry breaking. In panel (b) we analyze the
behavior of the frequency of these eigenvalues finding that they approach the corresponding
harmonic of the mean-field frequency Ω. Notice that they do so at a different rhythm,
so that finite-excitation effects are larger for higher frequencies. Moreover, we show in
panel (c) the comparison of the fundamental classical frequency Ω [Eq. (6.10)] with ν1,
varying N and the forcing strength. We can appreciate that for a given N , the closer the
system is to the bifurcation, the larger are the deviations between both. Interestingly,
the squeezing strength to which ν1 vanishes is shifted towards larger values than ηc for
finite N . We discuss this effect in more detail in the following section. Furthermore, recall
that, since it is only the real part of the fundamental eigenvalues that vanishes, while
their imaginary part remains finite, the parity symmetry of these eigenmodes remains well
defined and this symmetry is not broken in this regime. This is in stark contrast with the
case η = 0, in which continuous time-translation symmetry breaking is found to correspond
to the spontaneous breaking of the underlying U(1) symmetry [168], since a rotating
frame can be found in which the infinite fundamental eigenmodes become degenerate and
true stationary states, and thus they can be recombined to yield symmetry broken states
[35, 168].

The dependence of the exponents ”δ” on the squeezing strength is shown in more detail
in Fig. 7.3 (d). At η = 0 the scaling is linear while as η ≠ 0 it becomes sublinear, displaying
exponents around δ ∼ 0.9 for the case η/γ1 = 0.02. The fact that δ diminishes with the
squeezing strength indicates that the closer we are to the bifurcation, the smaller is the
rhythm at which these decay rates vanish, similarly to what we have just commented for
the fundamental quantum frequency (ν1) and the classical one (Ω). In this panel, we
also show in blue points the smallest decay rate obtained by direct diagonalization and
varying the squeezing strength. We find this quantity to increase as we get closer to the
bifurcation, as it could be expected from the behavior of δ. These observations suggest
that the emergence of the classical dynamics needs larger Ns to reveal itself the closer the
system is to the bifurcation.

Signatures of continuous time-translation symmetry breaking in expectation
values. The progressive emergence of the limit-cycle solution can be appreciated in, e.g.,
the dynamics of the amplitude, as shown in Fig. 7.4. Here, we consider:

f(t) = Im[⟨â(t)⟩/N] (7.16)

by increasing N and taking as initial condition a coherent state of amplitude
√
γ1/(2γ2),

i.e. that of the classical limit cycle [see Eq. (6.11)]. The study of expectation values
allows us to explore larger ”system sizes” (N) than those of Fig. 7.5, as we do not need
to diagonalize the Liouvillian4, an operation that is numerically more expensive than

4Results relying on the diagonalization of the Liouvillian are obtained for up to N ∼ 100 for η < ηc, while
for η > ηc direct diagonalization is more limited due to an increasing excitation number. For stationary
state results and dynamics we can generally go beyond this number as shown in the plots. Notice that all
numerical results for the quantum master equation are obtained truncating the Hilbert space to a large
enough Fock state such that convergence is assured.
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Figure 7.4: Imaginary part of the rescaled amplitude f(t) = Im[⟨â(t)⟩/N] for different values of N as
indicated in the legend and for η/γ1 = 0.02 (a), and η/γ1 = 0.04 (b). As an initial state we consider a

coherent state of amplitude
√
γ1/(2γ2) as in the classical limit cycle [see Eq. (6.11)]. In green dashed line,

the mean-field trajectory as given by Eq. (7.3) with the same initial amplitude and phase. (c) and (d),
zoom in of (a) and (b) for early times, respectively. All panels share the same legend.

integrating the master equation, as one needs to double the dimension of the Hilbert
space (see Sect. 2.5.2). In Figs. 7.4 we also show the mean-field self-sustained oscillation
(green-dashed line) for η/γ1 = 0.02 (a), and η/γ1 = 0.04 (b). As the squeezing strength is
increased, more harmonics are involved in this oscillation, and very close to the bifurcation
the classical self-sustained oscillation resembles a square wave. Moreover, in this figure
we can clearly appreciate how the lifetime of the oscillations increases with N , for both
squeezing strengths, and in agreement with the previous results. Notice that the closer
the bifurcation, the stronger are finite-N effects, and the oscillations decay faster in the
large squeezing case, also in agreement with our previous findings.

In this figure, we also plot the mean-field self-sustained oscillations governed by Eq.
(7.3), for the same initial (dimensionless) amplitude and phase (green dashed lines). Notice
how the period of the classical oscillation diminishes with the squeezing strength, see Eq.
(6.10), while it is also apparent that higher harmonics play a more relevant role as the
bifurcation is approached. Comparing the mean-field and the quantum results, we can see
how the quantum oscillations progressively approach the mean-field ones as N is increased.
In fact, we find that they are already in good agreement for early times, as shown in
more detail in panels (c) and (d), in which the large-N results almost overlap with the
mean-field ones. Indeed, the effects of higher harmonics are also evident in the quantum
case, especially for large squeezing. However, from panels (a) and (b), we also observe
that, at later times, the quantum oscillations become harmonic (with just one frequency),
departing progressively from their classical counterparts. This is a clear manifestation of
a feature already unveiled in our spectral analysis [see Fig. 7.3 (a)], which is the fact that,
for finite N , higher harmonics are more damped, and thus they decay out earlier than the
fundamental one, resulting in the observed change in the form of the oscillations. Again,
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this is more evident for large squeezing, in which this finite-N effect is more visible due to
the more relevant role played by higher harmonics, and also due to the larger decay rates
displayed near the bifurcation [see Fig. 7.3 (d)].

Semiclassical approach. The limiting case of η/γ1 = 0 can be accurately understood by
means of a semiclassical approach essentially based on the analysis of the mean-field model
supplemented by Gaussian fluctuations. Such a classical stochastic model can be obtained
from the Wigner representation of the full quantum model dropping third-order partial
derivatives [67], while subsequent approximations are used to obtain the main results (see
appendix J). While analytical results are only obtained for η/γ1 = 0, this approach still
provides valuable insights for small squeezing strength (see appendix J). For this reason,
we overview the main results here.

In particular, for large N the dynamics of amplitude and phase fluctuations can be
approximately decoupled. This is a crucial approximation that enables us to obtain the
following expression for the decay rates within the different bands (see appendix J):

Γk,n/γ1 = 3k2/(4N) + n, (7.17)

where n = 0,1,2, . . . is the band index and k = 0,±1,±2, . . . indicates the position within
the band, i.e. that the corresponding frequency is kω0 (or kΩ for η/γ1 ≠ 0). We find
that for large N and η = 0, the bands n = 0,1 are accurately described by this expression
(see appendix J). Therefore, this approach predicts the asymptotic (1/N)-scaling of the
fundamental decay rates found for η = 0 [see Fig. 7.2 (d)], as well as the fact that the
different bands of eigenmodes are separated by a gap that tends to γ1. Furthermore, this
approach also provides insights about the physical interpretation of the different bands of
eigenmodes: while the fundamental one is only associated with the fluctuation dynamics
of the phase of the emerging limit cycle, higher-order bands also describe the amplitude
fluctuation dynamics. Since for the emerging limit cycle the phase is marginally stable,
the associated fluctuation modes display a diverging lifetime when the intensity of the
fluctuations vanishes for N → ∞, i.e. the decay rates of the fundamental band tend to
zero. On the other hand, the amplitude of the cycle is dynamically stable, and thus the
decay rates of the higher-order bands saturate to a finite value.

Departing progressively from the zero squeezing case, the decay rates progressively
depart from the analytical prediction of Eq. (7.17) (see appendix J). However, for small
squeezing and detuning as compared to γ1 and N (i.e. the situation considered here), the
crucial approximation of decoupling amplitude and phase fluctuation dynamics still seems
reasonable. While in this case this is not enough to obtain an analytical expression for the
decay rates, it still provides qualitative understanding. Specifically, the intensity of the
fluctuations in the phase dynamics is found to vanish in the limit N →∞, while amplitude
fluctuations follow approximately the same process as in the zero squeezing case. This
might explain why we still observe a gap of the order ∼ γ1 between the different bands,
and why the decay rates of the fundamental band tend to zero, as we discuss in more
detail in appendix J. In this sense, further work could focus on the numerical study of the
eigenspectrum of the modified phase equation [i.e. Eq. (J.19)], and analyze whether this
approach enables to extend the present results to larger N .

7.5 Parity and discrete time-translation symmetry breaking
(η > ηc)

As we have briefly commented, the structure of the Liouvillian spectrum qualitatively
changes increasing the squeezing strength for η > ηc as N is increased [see Fig. 7.2 (b)].
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Figure 7.5: (a) Γ1/γ1 varying η and for different N . Both axes are in logscale. The corresponding EPs are
indicated by circles of the same color as each line. (b) Γ1/γ1 varying N for η/γ1 = 0.1 (filled red squares)
and η/γ1 = 0.15 (empty blue squares). Γ2/γ1 varying N for η/γ1 = 0.1 (filled red triangles) and η/γ1 = 0.15
(empty blue triangles). Lines are drawn as guide to the eye. Vertical axes is in logscale. In both panels
∆/γ1 = 0.1, which corresponds to ηc/γ1 = 0.05.

Now, the leading eigenvalues become real valued and the characteristic band structure re-
ported in the previous section disappears. In fact, as the number of excitations increases,
there opens a gap between λj for j ≥ 2 and λ0,1, while simultaneously λ1 → 0. The con-
sequences of the gap opening between λ0,1 and λj≥2 have been studied in the previous
chapter, in which we have characterized in detail the resulting effective metastable dy-
namics and its relation with entrainment. Here instead, we will focus on how, as N →∞
and for η > ηc, the Liouvillian gap closes5, i.e. λ1 → 0, and thus, a second stationary state
emerges resulting in the occurrence of a DPT in which parity and discrete time-translation
symmetry are spontaneously broken.

Liouvillian gap closure and EP. The behavior of Γ1 = ∣Re[λ1]∣ varying the squeezing
strength and for different N is shown in Fig. 7.5 (a) in a log-log scale. From this panel,
we can see that close to ηc there is a turning point (indicated by a colored dot) in which
the behavior of Γ1 changes abruptly, and it tends steeply to zero with increasing squeezing
strength. This point corresponds to the EP we have reported in Fig. 6.2 of the previous
chapter, in which at ηEP the eigenmodes corresponding to λ1,2 coalesce, and their eigen-
values become real. The larger is N , the faster λ1 vanishes after the EP. In fact, in panel
(b), we plot λ1 varying N for two squeezing strengths above the critical one (filled and
empty squares). Notice that the gap seems to close exponentially with the ”system size”
N , in contrast with the fundamental decay rates for η < ηc that vanish following a power of
N as we have reported. On the other hand, λ2 follows the opposite trend when increasing
N (filled and empty triangles) and it is found to saturate to a finite value.

Interestingly, we observe that ηEP > ηc for finite N , while in the infinite-excitation
limit their difference vanishes [as anticipated when discussing Fig. 7.3 (c)]. This points
to an intimate connection between this EP and the mean-field bifurcation point. In Fig.
7.6 (a) we numerically analyze this, considering three different values of the detuning and
plotting their distance:

∆ηc = ηEP − ηc (7.18)

for increasing values of N . In all cases the scaling law:

∆ηc/γ1 ∝ N−β (7.19)

5Notice that we denote as the ”Liouvillian gap” the real part of λ1, following the standard notation
[35], while we use the bare term ”spectral gap” to denote any other gap in the spectrum, as for instance
that involving λ1 and λj≥2.
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Figure 7.6: (a) ∆ηc = (ηEP −ηc) varying N and for different values of ∆/γ1. Black-dashed lines correspond
to a fit of the type ∆ηc/γ1 ∝ N−β for the ten points with largest N of the data set. The exponents read
β = (0.641,0.651,0.645) for ∆/γ1 = (0.05,0.1,0.2) respectively. Both axes are in logscale. (b) Cartoon of
the emerging bifurcation diagram and the behavior of the leading eigenvalues of the Liouvillian varying
the squeezing strength. For finite N there is an EP at ηEP at which the two leading eigenvalues become
real-valued: λ1,2 = λc. As N increases the EP progressively approaches the bifurcation point, ηEP → ηc,
as indicated by the black line with arrows labeled by (ηEP , ∣λEP ∣). Above the EP, ∣λ1∣ decreases with N ,
while ∣λ2∣ increases, as indicated by the black arrows. Below the EP, only the real part of the eigenvalues
Γn diminishes with N , as also indicated by black arrows. The colored red region indicates the region in
which the Liouvillian tends to close eventually leading to a DPT. The colored blue region indicates the
region in which the decay rates of the fundamental band of modes tend to vanish as the excitation of the
system is increased. For finite N both regions are separated by ηEP , which for N → ∞ tends to ηc, as
indicated.

is numerically found to fit with accuracy the points with largest N , with a similar β > 0
(∼ 0.65) for three different values of the detunings. Therefore, from figures 7.5 and 7.6
(b) we conclude that as N → ∞, and η > ηc, the Liouvillian gap closes λ1 → 0, while
the turning point (EP) observed for finite N approaches the mean-field bifurcation point
following a power law in N .

Emergent eigenvalue/bifurcation diagram. In Fig. 7.6 (b) we show a cartoon that
illustrates the behavior of the leading eigenvalues of the Liouvillian for the two considered
regimes and summarizes the results we have reported. For finite N , the point in which
the eigenspectrum changes qualitatively is ηEP , at which λ1,2 become real and equal to
λEP . Above the EP, λ1 → 0 as N → ∞ while λ2 saturates to a finite value, as indicated
by the arrows in this figure. Below the EP, it is only the real part of the fundamental
band of eigenmodes that vanishes as N → ∞, i.e. Γn. Simultaneously, the squeezing
strength at which the EP occurs approaches the classical bifurcation point as N →∞, as
indicated by the arrows on top of the black line labeled (ηEP , ∣λEP ∣). Therefore, as the
infinite-excitation limit is approached two different regimes progressively emerge: the one
in which the Liouvillian gap tends to vanish (η > ηEP , red colored region), and the one in
which only the fundamental decay rates tend vanish (η < ηEP , blue colored region). In the
limit N →∞ these regimes become sharply defined and they are separated by the classical
bifurcation point ηc.

Second stationary state and parity symmetry breaking. Recalling the results
of chapter 6, we can see that as a direct consequence of the Liouvillian gap closure, the
extreme metastable states defined in Eq. (6.15) become truly stationary states, and hence,
since they do not have a well defined parity symmetry [Eq. (6.22)], this results in a DPT
in which parity is spontaneously broken. Alternatively, the emergence of these two parity-
breaking states can be shown by analyzing the properties of the eigenmode with vanishing
lifetime [35], i.e. ρ̂1, and without the need of invoking the metastability formalism used
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in the previous chapter. In particular, as λ1 is real for η ≥ ηEP , we can decompose ρ̂1 in
two density matrices obtained from the projectors of the Hermitian ρ̂1 with positive and
negative eigenvalues6 (as explained in appendix K):

ρ̂1 =
1

2
(ρ̂+1 − ρ̂−1), (7.20)

which reminds us the decomposition of ρ̂1 in terms of the EMSs [see Eq. (6.15)]. In fact,
while the EMSs are especially suited for the study of the dynamics for finite N , as they
provide the unique basis in which it makes sense to define an effective stochastic process,
they display small positivity corrections for finite N (see Sect. 6.3.2). On the other hand,
ρ̂±1 are perfectly defined density matrices for any N , and for this reason they are more
appealing to study the emergence of a second stationary state. For this reason, here we
will consider ρ̂±1 instead of µ̂1,2. However, as we shall discuss below, the difference between
them vanishes when N →∞.

As commented in the previous chapter, numerical analysis reveals that Z2ρ̂1 = −ρ̂1.
In the limit in which λ1 → 0, ρ̂1 and ρ̂0 become degenerate, and we might be able to
write down ρss also in terms of ρ̂±1 . Indeed, we make the following ansatz to be checked
numerically:

ξ̂ = 1

2
(ρ̂+1 + ρ̂−1), lim

N→∞
ρ̂ss → ξ̂. (7.21)

This is an appealing hypothesis, as together with the different symmetry of ρ̂ss and ρ̂1 it
automatically follows that ρ̂±1 are symmetry broken states:

Z2ρ̂
±
1 = ρ̂∓1 , (7.22)

while together with λ0 = 0 it follows that they are both stationary states:

Lρ̂±1 = 0, (7.23)

which (if confirmed) would provide a very clear picture of the spontaneous break of parity
symmetry.

In Fig. 7.7 (a) we numerically check the hypothesis of Eq. (7.21), by plotting the trace
distance between ρ̂ss and ξ̂, i.e.:

D(ρ̂ss, ξ̂) =
1

2
Tr[

√
(ρ̂ss − ξ̂)†(ρ̂ss − ξ̂)], (7.24)

for η ≥ ηEP and various values of N . We can clearly appreciate how this distance vanishes
as the Liouvillian gap closes, numerically confirming Eq. (7.21). Therefore, the fact
that an eigenmode of a different symmetry sector (than the stationary state) displays a
vanishing eigenvalue for η > ηc and N → ∞ results in the emergence of two stationary
states, i.e. ρ̂±1 , that break parity symmetry in this regime.

This is intimately related to the presence of bistability at the mean-field level. In fact,
we can check that observables calculated over these states tend to the mean-field results
for each fixed point. This is illustrated in Fig. 7.7 (b), in which we numerically show that:

C = 1√
N

⟨â⟩+ =
1√
N

Tr[âρ̂+1 ], lim
N→∞

C → α̃+, (7.25)

6Essentially one diagonalizes ρ̂1. Then, the eigenvectors (pure states) with positive eigenvalue are
combined in a weighted (by the eigenvalue) sum to build ρ̂+1 . The same is done for the eigenvectors with
negative eigenvalue to obtain ρ̂−1 . Notice that the sum of all eigenvaules must be zero as ρ̂1 is traceless.
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Figure 7.7: (a) Trace distance between the exact stationary state and ξ̂. This figure of merit is plotted
only for η ≥ ηEP as it is where it is valid to decompose ρ̂1 in terms of the density matrices ρ̂±1 . Both axes
are in logscale. (b) Comparison of the real part of ⟨â⟩+ with the mean-field solution α̃+. In both panels
∆/γ1 = 0.1

for η ≥ ηEP 7, and where α̃+ is one of the mean-field fixed points [see Eq. (6.12)]. As
the lifetime of these states diverges in this limit, ⟨â⟩± ≠ 0 can be regarded as an order
parameter for parity symmetry breaking of the type given in Eq. (7.10).

Finally, it is important to recall that as N is increased the EMSs of Eq. (6.15) can
be approximated as µ̂1(2) ≈ (ρ̂ss + (−)ρ̂1)/2 with increasing accuracy (see chapter 6 and
appendix I). Therefore, as the infinite-excitation limit is approached, it becomes essen-
tially equivalent to study either µ̂1,2 or ρ̂±1 . Hence, from the results reported here and in
the previous chapter, we get a clear picture of how the mean-field bistable regime emerges
from the quantum model, as we summarize now: (i) the EP occurs at ηEP → ηc, which can
be seen as the bifurcation point as it leads to the qualitatively different behavior of λ1;
(ii) the Liouvillian gap vanishes in the whole regime, implying that the metastable states
of the previous chapter display a diverging lifetime and thus they act as stable attrac-
tors; (iii) these states correspond to the mean-field fixed points, as observables computed
over them tend to the classical ones. Then, it is clear that the limits defined in Eqs.
(7.4) and (7.5) neither commute in this regime, since Tr[âρ̂ss] = 0 no matter N , while
limt→∞ limN→∞⟨â(t)⟩ = p1(0)⟨â⟩1+p2(0)⟨â⟩2 which is not necessarily zero (as follows from
the results of Sect. 6.3.2 for λ1 = 0).

Discrete time-translation symmetry breaking. The parity breaking DPT that we
have analyzed in the rotating frame also leads to discrete time-translation symmetry break-
ing in the laboratory frame. An elegant way to demonstrate this consists in writing
down the dynamics of the state in the laboratory frame and at stroboscopic times, i.e.
ρ̂L(t = nTs) with n a positive integer. Recalling the identity presented in Eq. (7.12), we
find that the unitary transform connecting both frames at t = nTs is equivalent to n parity
transforms, which leads to:

ρ̂L(nTs) = ρ̂ss +∑
j≥1

(zj)nTr[σ̂†
j ρ̂(0)]ρ̂je

λjnTs . (7.26)

Hence, depending on the parity of the eigenmodes (zj = ±1) they can display the additional
oscillating phase (−1)n. Then, as the Liouvillian gap closes in the infinite-excitation limit
and ρ̂1 is antisymmetric, for nTs ≫ Γ−1

2 the state of the system reads

ρ̂L(nTs) ≈ ρ̂ss + (−1)nTr[σ̂1ρ̂(0)]ρ̂1 (7.27)

7Notice that we plot these figures of merit for η ≥ ηEP , and not η ≥ ηc, as for finite N it is only in the
former case where decomposition (7.20) is possible. Of course this range tends to η ≥ ηc when N →∞.
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Figure 7.8: Amplitude dynamics in the laboratory frame and for the initial condition ρ̂(0) = ρ̂+1 , N = 20,
η/γ1 = 0.15, ωs/γ1 = 20π and ∆/γ1 = 0.1. The timescale is given in units of the Hamiltonian period Ts.
In (a) we plot the real part of the amplitude dynamics, while in (b) the imaginary part. Blue and red
solid lines corresponds to the exact solution integrating the explicit time-dependent master equation. The
yellow and green points depict the stroboscopic amplitude ⟨â(nTs)⟩L dynamics, where the different points
have been joined by a dashed line for display purposes. In (c) the long-time behavior of panel (a) is shown,
from which it can be appreciated that for finite N the period-doubled response eventually decays out.
In particular, the black-broken lines correspond to the envelopes ±∣⟨â⟩∣+e−Γ1t (dashed-dotted lines) and
±Re[⟨â⟩+]e−Γ1t (dashed line).

where in the infinite-excitation limit the approximation sign accounts for having neglected
the rest of modes (j > 1) at large times. Eq. (7.27) clearly signals the breakdown of
discrete time-translation symmetry, as the state of the system displays a non-decaying
period-doubled dynamics. Moreover, any parity antisymmetric observable is able to resolve
this period doubling, and thus, it can be used as an order parameter of the type given
in Eq. (7.8). This is illustrated in Fig. 7.8, in which we plot ⟨â(t)⟩L solving the master
equation in the laboratory frame and for ρ̂(0) = ρ̂+1 , both at stroboscopic times (yellow
and green filled circles) and continuous time (blue and red lines). We can see that the
stroboscopic dynamics alternate between two values that depend on the initial condition,
while the full time evolution depicts the complete harmonic oscillation of frequency ωs.
Since the considered N is finite, the symmetry broken state displays a finite lifetime and
thus this period-doubled dynamics eventually decays out on a timescale Γ−1

1 , as essentially
follows from the metastable dynamics we have studied in detail in the previous chapter.
This is shown in panel (c) of this figure, in which the black-broken lines correspond to the
envelopes ±∣⟨â⟩∣+e−Γ1t (dashed-dotted lines) and ±Re[⟨â⟩+]e−Γ1t (dashed line).
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7.6 Discussion and concluding remarks

In this chapter, we have analyzed the physics emerging in the squeezed QvdP oscillator
as the excitation number becomes macroscopic. As we have seen, this system displays
two different regimes in which different symmetries are spontaneously broken. Moreover,
these are intimately connected with the mean-field bifurcation diagram and thus with
the presence or the absence of subharmonic entrainment. In both regimes, the system
breaks time-translation symmetry yet in different ways: when the squeezing strength is
smaller than the critical one, this symmetry is broken continuously, while when it is larger,
it is broken discretely. The time-translation symmetry breaking phenomena discussed
here belong to the context of emergent semiclassical time-crystals [199], in which zero-
dimensional systems and many-body systems with all-to-all interactions have been found
to break this symmetry both in a continuous fashion [38, 168, 195, 197, 199, 200] as well
as discretely [39, 40], in the limit in which the emergent physics is well described by mean-
field semiclassical equations of motion. Interestingly, our system displays the distinctive
feature not observed before of being able to go from a continuous time-crystal to a discrete
one by varying the parameter values.

As we have seen, the presence or the absence of entrainment is linked with the time-
crystalline order of the system; when it behaves as a continuous time-crystal there is no
entrainment, while when it does as a discrete one there is entrainment. Physically, this
correspondence has a clear explanation: in an entrained regime, a system (by definition)
oscillates at the same or at a multiple/fraction of the frequency of a forcing, which means
that it does either respect the time-translation symmetry imposed by the forcing (as in
the driven QvdP oscillator, see appendix H), or it does break it discretely, as in the
present case. On the other hand, in the absence of entrainment, the system oscillates
at its own intrinsic frequency or at a frequency incommensurate with that of the forcing
[42, 43], and hence, the discrete time-translation symmetry imposed by the forcing is
broken continuously, as we have shown to happen in the present case and as it would be
interesting to asses for the harmonically driven QvdP oscillator too. Finally notice that the
connection between entrainment and time-crystalline order unveiled here differs from that
of other synchronization phenomena reported in the literature, as in Ref. [193] in which
the regime of mutual synchronization corresponds indeed to a continuous time-crystal.
However, this is naturally rooted in the different considered synchronization scenario; in
entrainment, an external frequency is imposed while, in mutual synchronization, a common
frequency emerges.

As a second important result, we have shown that the transition to entrainment cor-
responds to a dissipative phase transition. Hence, the transition from one regime to the
other implies the closure of the Liouvillian gap in the whole entrained regime. Moreover,
we have shown an EP to be intimately related to the classical bifurcation point, sepa-
rating two regimes in which the eigenspectrum displays a qualitatively different behavior,
and indeed, approaching the classical bifurcation point as the infinite-excitation limit is
approached. The eventual emergence of this gap closure is behind the connection between
entrainment and metastability in the quantum regime that we have discussed in the previ-
ous chapter. Moreover, it seems that a gap closure, and thus a DPT, also takes place in the
driven QvdP oscillator (see appendix H), further strengthening the connection between
such driven-dissipative phenomena. In the case of the squeezed QvdP oscillator the DPT
leads to parity symmetry breaking. Therefore, parity and discrete time-translation sym-
metry are broken simultaneously, which becomes evident when moving from the rotating
frame to the laboratory frame. Interestingly, this parallels the results recently reported in
Ref. [168], in which a DPT with U(1) symmetry breaking in a rotating frame corresponds
to continuous time-translation symmetry breaking in the laboratory frame.
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CHAPTER 8

Summary, conclusions and outlook

Specific conclusions related to the topics discussed in this thesis are included in the cor-
responding chapters. Here we shall summarize the main contributions and conclusions
following a more unifying perspective. Some of the open questions identified along the
thesis will be recalled, providing an outlook for future research work.

8.1 Summary

Quantum synchronization has been the unifying topic treated in all works presented in this
thesis, in which we have established links with other intriguing phenomena as coalescence,
metastability, DPTs, or time-crystals. Here we summarize our main contributions about
these topics.

i) Transient synchronization is a widespread phenomenon. This follows from the fact
that it has been observed in many different systems [5] (some of which have been
discussed in detail in this thesis in chapters 3, 4 and 5), and for different dissipation
scenarios. Moreover, in chapter 3 we have shown that transient synchronization occurs
frequently under collective dissipation even in the presence of complex topologies and
inhomogeneities in the parameters, that is, far from highly symmetrical or fine tuned
scenarios.

ii) Synchronization can be enabled by coalescence. In coupled dissipative systems it
can happen that several collective modes display the same frequency after an EP, and
as we have shown in chapter 4 this also leads to a form of transient synchroniza-
tion. The peculiarity of this scenario is that even if all the relevant modes have the
same frequency, the different oscillating coherences can experiment a sort of dephasing
due to the presence of multiple degenerate collective modes, and phase-locking gener-
ally emerges after a transient in which only the longest-lived mode survives. When
considering the power/emission spectrum we have shown that this effect manifests in
interference features such as asymmetric shapes or transparency windows.
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iii) Quantum synchronization can be engineered in atomic lattices with local dissipa-
tion. As we have shown in chapter 5, the low-energy physics of a one-dimensional
system of atoms trapped in an optical potential, as described by a dimeric dissipative
spin chain, can display transient synchronization. Moreover, we have reported on the
novel inter-band synchronization, in which a whole band of quasi-degenerate extended
modes synchronizes the system. These results pave the way for the study of quantum
synchronization in this important class of quantum simulators.

iv) Synchronization is not generally isolated from other non-equilibrium phenomena
like DPTs and time-crystals. Prior to the results obtained in this thesis, it was already
known that quantum synchronization was related in some systems to subradiance and
long-lived correlations [65, 90], to superradiance [46, 80], or to time-crystals [193]. In
this thesis we have contributed to establish connections between quantum synchro-
nization and other non-equilibrium phenomena, for instance by showing that quantum
entrainment in the squeezed QvdP oscillator is intimately related to quantum metasta-
bility. Moreover, we have found that in this system the transition to entrainment
corresponds to a DPT, and that the presence/absence of entrainment corresponds to a
different type of time-crystalline order.

v) EPs can separate different dynamical regimes. Looking at the non-Hermitian ma-
trices describing the dynamics of a dissipative quantum system (see chapters 4, 6 and
7), we have found that EPs separate different dynamical regimes. Furthermore, in the
squeezed QvdP oscillator, the classical bifurcation point seems to manifest as an EP
involving the two leading excitations of the Liouvillian (see chapters 6 and 7). This
follows from our observations that the EP separates the two regimes in which the lead-
ing eigenvalues display a qualitatively different behavior, as well as the fact that the
critical squeezing strength at which the EP occurs approaches the one of the classical
bifurcation in the infinite-excitation limit.

vi) From continuous to discrete time-translation symmetry breaking. Besides the inter-
esting relation between time-crystals and synchronization that we have reported, the
squeezed QvdP oscillator also displays a peculiar transition from continuous to dis-
crete time-translation symmetry breaking that is interesting by itself, and which up to
our knowledge constitutes a novel contribution of this thesis. As discussed in chapter
7, this essentially stems from the peculiar infinite-period bifurcation occurring in the
infinite-excitation limit, in which a limit cycle leads to bistability.

8.2 Concluding remarks

Beyond this spectrum of results, it would be valuable to devote a few lines to reflect on
the question ”what is quantum synchronization?” and to comment on what this thesis
can say about it. From the overview of the literature presented in chapter 1 one already
gets the idea that this is a very diverse phenomenon: quantum synchronization does not
always manifest in the same way, nor are the mechanisms behind it universal. In this
regard, one might try to give a minimal definition of quantum synchronization: Quantum
synchronization should encompass dynamical phenomena occurring in quantum systems
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that are characterized by a strong correlation or similitude among the temporal evolution of
interacting systems (spontaneous synchronization) or of a system and an external driving
(entrainment). An important key aspect about synchronization phenomena is that it has
to do with correlation in the temporal evolution, which is the feature that distinguishes
it from other types of correlations [44]. Indeed, we have found that this basic notion
of quantum synchronization enables to extend and identify this phenomenon beyond the
standard paradigm of self-sustained oscillators, also considering dissipative systems of
spins and harmonic oscillators, in which both transient and non-decaying synchronous
oscillations can emerge. Moreover, by summarizing some of the main shared/different
aspects of the quantum synchronization scenarios reported here, we can further illustrate
this basic notion of quantum synchronization and also already appreciate the diversity
surrounding this phenomenon:

i) Static vs. dynamic signatures of synchronization. While in some cases the transition
to synchronization does manifest in static quantities, as the transition from a ring-
like shape to a localized pattern of the stationary Wigner distribution of the QvdP
oscillator, in this thesis we have found that what is common in all the considered
scenarios is the fact that synchronization implies some changes in the characteristics
of the dynamical excitations of the system. These can consist in, for instance, the
emergence of long-lived modes that dominate the long-time dynamics of the system,
or the occurrence of coalescence of the dominant excitation modes which leads to a
qualitative change in their behavior. In fact, for some of the considered systems (see
chapters 3, 4 and 5), the stationary state is the same whether there is synchronization
or not, and does indeed correspond to the thermal or vacuum state. In contrast,
these changes in the excitation spectrum can be appreciated in the study of dynamical
quantities as e.g. the emission/absorption spectrum or correlations computed over a
whole time window as the Pearson factor, as we have shown extensively along the
thesis. Therefore, our conclusion in the matter of static vs. dynamic approaches to
quantum synchronization (i.e. indicators at a single time vs. on a whole time window,
see discussion in chapter 1) is that the dynamical ones are those that work in the general
case as, essentially, the phenomenon of synchronization implies some modification of
the temporal evolution of the system. In this sense, it remains to be analyzed how
synchronization scenarios reported deep in the quantum regime by means of just static
quantities, as e.g. in Refs. [69, 91, 92, 96], do actually translate in the characteristics of
the dynamical excitations of these systems or which signatures display when considering
such dynamical quantities.

ii) Lifetime of the synchronized response. As a further shared feature of the considered
scenarios, we have found that the temporal coherence of the synchronized response is
often limited, i.e. although the synchronized response can be long-lived it eventually de-
cays out. While the case of ”stationary synchronization” is a notable exception, both
for transient synchronization and for the squeezed QvdP oscillator the synchronized
oscillation does not display an infinite lifetime. This finite lifetime can have a differ-
ent specific origin, as the atoms decaying to the motional ground state in the atomic
lattice (see chapter 5), or the fluctuations driving jumps between two metastable pre-
ferred phases (see chapter 6). However, the common underlying driving force of these
incoherent processes is the presence of fluctuations and dissipation that generally char-
acterizes the dynamics of open quantum systems. This seems to be a common feature
in quantum synchronization scenarios and it is in stark contrast to classical noiseless
dynamical scenarios in which synchronization is usually addressed.
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iii) Diverse scenarios of synchronization. Finally, even when considering similar syn-
chronization phenomena, we have found rich dynamical scenarios moving from case
to case. For instance, in the case of transient synchronization we have reported this
phenomenon to occur in the presence of a single long-lived mode, in the presence of
many modes with the same frequency (coalescence) or quasi-degenerate ones (inter-
band synchronization), each scenario displaying its own peculiarities, despite the over-
all phenomenon is the same. On the other hand, for the case of entrainment, even
considering the same oscillator but different external drivings (i.e. squeezed or har-
monic driving), we have seen that the dynamical landscape changes significantly and
the entrainment dynamics shows in each case its own specific features. Quantum syn-
chronization, as other dynamical phenomena in complex systems, is thus characterized
by a rich phenomenology and connections might be drawn between scenarios that seem,
at first, independent of each other.

8.3 Outlook

Building upon the results and open questions we have identified along the text, we now
propose an outlook for the topics discussed in this thesis.

i) Synchronization in hybrid systems and beyond Markovian dissipation. Hybrid quan-
tum systems made of several types of degrees of freedom, as few level systems coupled to
bosonic modes, and dissipative systems going beyond Markovian dissipation constitute
interesting scenarios with an increased level of complexity in which to address the study
of quantum synchronization (for some first works going beyond Markovian systems see
[97, 372]). An interesting question would be whether new quantum synchronization
phenomena can emerge due to these new ingredients. Moreover, it would be especially
interesting to consider models motivated by the field of quantum biology [294, 298], as
light-harvesting complexes, which can indeed be complex quantum systems containing
a combination of different types of degrees of freedom, an intricate dissipation landscape
with Markovian and non-Markovian channels, and also complex topologies with non-
uniform parameters. Indeed, a first work on this subject in which a small dimer system
is studied was recently reported in Ref. [99]. The fundamental question to address is
whether there are any synchronization phenomena in these systems, and whether does
it play any functional role. In fact, in classical biological systems synchronization is
known to occur, e.g.: as in neural processes, or to ensure the correct functioning of
our heart [42, 43]. These questions are as interesting and fundamental, as challeng-
ing to address: the study of these many-body open quantum systems often requires
advanced numerical techniques [298, 373]. Moreover, in this context, it would also be
interesting to analyze the signatures of synchronization phenomena in two-dimensional
spectroscopy: this is a kind of nonlinear spectroscopy technique used in the study of
light-harvesting complexes (see e.g. [374, 375]) which can provide information about
the dynamics beyond that of the emission/absorption spectrum [376].

ii) Spectral theory of bifurcations in quantum systems. A single nonlinear dynamical
system can be a complex system by itself. The popular saying ”easy to write, difficult
to understand” summarizes accurately this fact. Driven-dissipative quantum nonlinear
systems have been considered for a long time, as for instance in quantum optics [59, 377].
The richness of the displayed phenomena, and the growing body of engineerable driven-
dissipative nonlinear quantum systems keep pushing interest on this subject (see chapter
1). In particular, recent efforts have focused on DPTs and the associated closure of the
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Liouvillian gap [34, 35]. In this sense, it would be timely and interesting to analyze in
general how bifurcations translate into the spectral properties of the Liouvillian. In fact,
from the work done in this thesis several relevant questions can be already identified. In
particular, which bifurcations involve the closure of the Liouvillian gap? In which cases
does a bifurcation manifest as an EP? Are there some universal quantum properties
associated with a particular bifurcation? A first step could be achieved comparing in
more detail the squeezed and the harmonically driven QvdP oscillator, as in both cases
the bifurcation corresponds to a SNIC bifurcation, and moreover, in the driven QvdP
an EP also seems to play an important role (see appendix H). Furthermore, the type
of bifurcation occurring in the driven vdP varies depending on the parameter values,
which could further help to find a correspondence between a particular bifurcation and
some particular spectral features of the Liouvillian.

iii) Experiments and applications for quantum synchronization. Here we can identify
several fronts on which to work. On the side of small quantum systems, recent ex-
periments with cold atoms [120] and the IBM quantum computer [121] have studied
synchronization in the spin-1 system. Moreover, in this kind of few level systems
connections have been established between synchronization and thermodynamic per-
formance [94]. An interesting direction to follow would be to analyze whether with the
IBM quantum computer small arrays of driven-dissipative spins can be simulated, or
even QvdP oscillators in the few excitation regime. Moreover, it seems promising to
try to establish further links between the quantum synchronization phenomena occur-
ring in these small systems and quantum thermodynamics. In particular, in this thesis
we have found that synchronization is usually associated with an enhancement of the
temporal coherence of the dynamical response, even for small systems (see chapters 4
and 5) or far from the infinite-excitation limit (see chapter 6). Can this be used, for
instance, as a resource for small and efficient time-keeping machines [378]? On the side
of many-body quantum systems, a recent work [379] has studied the driven-dissipative
dynamics of a lattice Bose-Hubbard model and it has been shown that some of the
identified non-equilibrium phases can be understood as quantum synchronization in
QvdP oscillators arrays. This model is motivated in part by recent experiments with
cold atoms in which nonlinear dissipation has been implemented [380]. This is the
key ingredient for implementing QvdP oscillators. While for the study of small arrays
of QvdP oscillators simulators based on trapped ions and optomechanical platforms
have been proposed [67, 68, 70, 166], these large atomic platforms could pave the way
to simulate larger arrays of QvdP experimentally, allowing to circumvent the current
numerical limitations to address such many-body scenarios. Hence, another promis-
ing research line could address how to implement the missing ingredients, i.e. linear
amplification and some forms of coherent driving, in this kind of systems.
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APPENDIX A

Phase-space representations: the
Wigner distribution

In this appendix we provide a brief presentation of phase-space methods as based on phase-
space representations of the density matrix of the system. In a phase-space representation
one essentially maps the state of the system to a function or distribution of complex
numbers, known as quasiprobability distribution, while the operator master equation is
replaced by a partial differential equation for this distribution. The term quasiprobability
distribution is motivated by the fact that these distributions play an analogous role as clas-
sical probability distributions, and in many instances expectation values and multi-time
correlations can be calculated in analogous form as in classical statistics [59]. However,
notice that these phase-space representations need not to satisfy the properties of a proba-
bility distribution, as positive-definiteness, and subtleties related to operator ordering can
further limit this useful analogy [59].

Phase-space representations provide an important alternative route for the analysis
of the dynamics of quantum systems which is formally closer to that of classical physics
and classical statistics, as one deals with distributions over a complex number space and
with differential operators. Therefore, these methods provide a particularly convenient
way to bridge the gap between the quantum and classical regime of dissipative systems,
and they are often the basis of semiclassical approximate schemes. In fact, in some cases
the obtained partial differential equation is a Fokker-Planck equation [59, 88, 381], a
well known equation in classical statistics, and which enables the application of powerful
classical methods developed for this important class of fluctuating classical systems [88,
381, 382] to the quantum realm, providing significant physical insights about the effects
of quantum fluctuations [59].

Phase-space methods have been developed mainly in the field of quantum optics in
which they have enjoyed widespread application. Some paradigmatic examples of their
usage can be found in the study of dispersive optical bistability [155, 357, 383], the single-
mode laser [59, 381], or the degenerate parametric oscillator [377]. Moreover, these meth-
ods have also been applied in the study of driven-dissipative quantum many-body systems,
in which they provide a convenient starting point for semiclassical treatments [13, 66, 384].
In this thesis we make a rather restricted use of phase representations as we only consider
them for visualization of the state of the system and as a convenient starting point for
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semiclassical approximations, while we do not consider them for the calculation of expec-
tation values and multi-time correlations. Hence, in the following we introduce them with
these goals in mind.

The basic idea of phase-space representations is to write the density matrix of the
system in terms of coherent states, as defined by â∣α⟩ = α∣α⟩ for bosonic systems1. For a
review of the main properties of this overcomplete basis of states we refer the reader to
[59, 60]. Precisely because of this overcompleteness, one can define many possible phase-
space representations of the density matrix and of the Lindblad master equation, and the
choice of a particular one usually depends both on the goal or focus of the study as well
as on the peculiarities of the considered system. For completeness, here we present the
three main phase-space representations used in the literature: the Glauber-Sudarshan P-
representation, the Husimi Q-representation and the Wigner representation[59, 60]. The
P-representation is defined as:

P (α,α∗) = 1

π2 ∫ d2zTr[ρ̂eiz∗â†
eizâ]e−i(zα+z∗α∗). (A.1)

It is illustrative to write the inverse of this definition:

ρ̂ = ∫ d2α ∣α⟩⟨α∣P (α,α∗). (A.2)

as it reminds a classical probability distribution and thus further motivates the use of the
term quasiprobability. Indeed, in this representation normal-ordered expectation values
and multi-time correlations can be calculated in a completely analogous way as in classical
statistics [59, 60]. Hence, the P-representation is especially suited for quantum optics as
it is the most convenient one to study normal-ordered expectation values and multi-time
correlations, which are prevalent in the theory of photodetection [59]. The Husimi Q-
representation enjoys a very simple definition:

Q(α,α∗) = 1

π
⟨α∣ρ̂∣α⟩, (A.3)

and moreover is especially suited for anti-normal ordered expectation values and multi-
time correlations. Finally, the well known Wigner representation can be defined as:

W (α,α∗) = 1

π2 ∫ d2zTr[ρ̂ei(zâ+z∗â†)]e−i(zα+z∗α∗), (A.4)

and it is especially suited to compute expectation values and multi-time correlations in
symmetric or Weyl order. Notice that one can move from one representation to the oth-
ers by means of integral transforms [59, 60]. Furthermore, it is important to comment
that while the Q and Wigner representations of a density matrix are always well-behaved
functions, the P-representation for a density matrix might be a generalized function or
distribution, as it is the case of Fock states, whose corresponding P-representation con-
tains Dirac deltas and their derivatives [59, 60]. For this reason the Q- and the Wigner
quasiprobability distributions can be more convenient when trying to gain visual intuition
about the state of the system. In this thesis we will consider only the Wigner distribution,
as besides it is a well-behaved function, it is the usual choice in the study of quantum
synchronization and dissipative phase transitions [67, 68, 136].

Finally, we describe how to transform the master equation for the density matrix
into an equation for a quasiprobability distribution. We focus on the case of the Wigner
distribution as it is the one that we will work with. In order to do so we make use of the

1In this thesis we only consider phase-space representations of bosonic systems, and hence we only cover
this case in this brief introduction. For generalization to spin systems the reader is referred to [59, 384].
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following correspondence between the action of operators on the density matrix and the
action of partial derivatives on the Wigner distribution [60]:

âρ̂↔ (α + 1

2
∂α∗)W (α,α∗), ρ̂â↔ (α − 1

2
∂α∗)W (α,α∗),

â†ρ̂↔ (α∗ − 1

2
∂α)W (α,α∗), ρ̂â† ↔ (α∗ + 1

2
∂α)W (α,α∗).

(A.5)

We exemplify the use of this correspondence by considering the case of an harmonic
oscillator coupled to a thermal bath. Then making use of Eq. (A.5) we can transform the
operator Lindblad master equation (2.31) to a partial differential equation for the Wigner
distribution:

d

dt
W (α,α∗, t) = [(γ

2
+ iω0)∂αα + (γ

2
− iω0)∂α∗α∗

+ γ(n̄ + 1)∂α∂α∗]W (α,α∗, t),
(A.6)

where again we have reabsorbed the Lamb-shift into the definition of the frequency. This
partial differential equation is a particular case of a Fokker-Planck equation [59, 88, 381,
382] with linear drift and with a constant diffusion term. This means that the terms
containing one partial derivative are are linear in the complex amplitudes while the terms
containing two partial derivatives display constant coefficients, respectively.

Fokker-Planck equations are well known in the theory of stochastic processes and
classical statistics in general, and a number of methods of analysis can be directly imported
from there [88, 381, 382]. In particular, a very convenient method is the derivation of
Langevin equations, which enable the use of powerful ’Monte-Carlo’ numerical methods
[382]. Moreover, notice that the mathematical properties of some particular Fokker-Planck
equations are also well known. For instance, equations of the type of (A.6), i.e. with
linear coefficients and constant diffusion, are known to preserve Gaussian states, i.e. to
map Gaussian distributions to Gaussian distributions [59]. This is rooted to what we have
commented previously at the operator level, that the master equation (2.31) is quadratic
or bilinear in the creation and annihilation operators and thus preserves Gaussian states
[266, 267].

As an example we consider an initial coherent state of amplitude α0, which is repre-
sented by the Gaussian distribution centered at α0 [59, 88]:

W (α,α∗,0) = 2

π
e−2∣α−α0∣2 . (A.7)

Then the solution of Eq. (A.6) with this initial condition is [59]:

W (α,α∗, t) = 1

π[1
2 + n̄(1 − e−γt)]

exp[ − ∣α − α0e
−(γ/2)t−iω0t∣2

1
2 + n̄(1 − e−γt)

], (A.8)

which features a Gaussian distribution of growing variance. Moreover, this time-evolving
distribution tends to a Gaussian distribution centered at the origin which corresponds to
a thermal state [59, 60]:

Wss(α,α∗) =
2

π(2n̄ + 1)e
−2∣α∣2/(2n̄+1), (A.9)

where Wss(α,α∗) = limt→∞W (α,α∗, t).
Finally, it is important to comment that not all operator master equations map to

a Fokker-Planck equation for a quasiprobability distribution. In fact, for more involved
examples containing non-linear processes this is usually not the case, and one might be
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faced with a general partial differential equation which might be as challenging as the
original operator master equation. However, it is sometimes possible to approximate
the dynamics of the system in the semiclassical limit by a Fokker-Planck equation, by
means of approximation schemes as the system-size expansion or the truncation of higher-
order derivatives, and which can make the usage of phase-space methods advantageous
[13, 59, 60].



APPENDIX B

The Pearson factor

In this appentix we introduce the Pearson factor, a measure that we use to assess the
presence of synchronization, which consists in a correlation function that quantifies the
degree of similitude between two temporal trajectories [5, 44]. In particular, these trajec-
tories correspond to local observables of each system, as for instance the x-component of
spins A1(t) = ⟨σ̂x1(t)⟩ and A2(t) = ⟨σ̂x2(t)⟩, for some particular parameter choice and initial
condition. The corresponding correlator is the Pearson factor defined as:

CA1(t),A2(t)(t∣∆t) =
∫ t+∆t
t ds[A1(s) − Ā1][A2(s) − Ā2]√
∏2
j=1 ∫

t+∆t
t ds[Aj(s) − Āj]2

, (B.1)

with Āj = 1
∆t ∫

t+∆t
t dsAj(s). Then CA1(t),A2(t)(t∣∆t) ∈ [−1,1] by definition. This correlator

is a function of time with a time window ∆t, which for perfect synchronization or anti-phase
synchronization is known to take the values 1 or -1, respectively. However, an important
drawback is that it is not sensitive to synchronization at other phase-differences. For this
reason, and in order to assess the emergence of synchronization with arbitrary locked phase
differences, we can also consider the time delayed maximized Pearson factor [90]. This
is defined as Cmax(t) = max[CA1(t),A2(t+τ)(t∣∆t)]τ∈[0,δt], or in words: it is the maximum

value that the Pearson factor takes considering two time delayed trajectories with a delay
time in the range 0 to δt. This measure takes the value 1 for perfect synchronization.
Notice that in this case, from the optimal τ we can obtain the locked phase difference
between the synchronized trajectories. At this point, we should remark that there are not
universal prescribed values for δt and ∆t, rather there is a qualitative recipe for them to
be meaningful: δt should be of the order of a period of the synchronous oscillation, and
∆t should be of the order of few periods of the synchronous oscillation.

155



156 The Pearson factor



APPENDIX C

Master equation for two harmonic
oscillators

Here we write down the master equation for two oscillators (3.11) in the basis of the
oscillators, and we analyze the differences between the CB and SB cases, supplementing
the discussion presented in chapter 3. Moreover, we show how these differences translate
in the equations of motion for the first and second moments.

C.1 Master equation in the oscillator basis

In order to obtain the master equation in the oscillator basis, we just need to use the
canonical transformation (3.2) and express the normal mode variables in terms of the
oscillator ones. Regrouping the equivalent terms, we obtain:

d

dt
ρ̂ = −i[ĤS , ρ̂] +

1

2
∑
j=1,2

[D̃(x)
j D[x̂j]ρ̂ + D̃(p)

j D[p̂j]ρ̂

− iΓ̃j(x̂j ρ̂p̂j −
1

2
{p̂j x̂j , ρ̂}) + iΓ̃j(p̂j ρ̂x̂j −

1

2
{x̂j p̂j , ρ̂})

+ D̃(x)
c (x̂j ρ̂x̂k≠j −

1

2
{x̂k≠j x̂j , ρ̂}) + D̃(p)

c (p̂j ρ̂p̂k≠j −
1

2
{p̂k≠j p̂j , ρ̂})

− iΓ̃c(x̂j ρ̂p̂k≠j −
1

2
{p̂k≠j x̂j , ρ̂}) + iΓ̃c(p̂j ρ̂x̂k≠j −

1

2
{x̂k≠j p̂j , ρ̂})],

(C.1)

where the cross-diffusion and cross-damping terms correspond to the last two lines, re-
spectively. The diffusion coefficients are defined as follows:

D̃
(x)
1(2) =D+(−) sin2 θ +D−(+) cos2 θ, D̃

(p)
1(2) =

D+(−)

Ω2
+(−)

sin2 θ +
D−(+)

Ω2
+(−)

cos2 θ,

D̃(x)
c = (D+ −D−) cos θ sin θ, D̃(p)

c = (D+/Ω2
+ −D−/Ω2

−) cos θ sin θ,

(C.2)

while the damping rates read:

Γ̃1(2) = Γ+(−) sin2 θ + Γ−(+) cos2 θ, Γ̃c = (Γ+ − Γ−) cos θ sin θ. (C.3)
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The difference between the CB case and the SB one resides again in the definition of
D± and Γ±. Notice that, while in both scenarios the cross-diffusion terms are generally
non-zero, the cross-damping term are only non-zero in the CB case, as for a SB Γ+ = Γ−
and thus Γ̃c = 0. This crucial difference results in the fact that only in the CB case there
is dissipative coupling between the oscillators, as we can see writing down the equations
of motion for the expectation values.

C.2 Equations of motion for the first and second moments

The equations of motion for the first moments read:

d

dt
⟨x̂j⟩ = ⟨p̂j⟩ −

Γ̃j

2
⟨x̂j⟩ −

Γ̃c
2

⟨x̂k≠j⟩, (C.4)

d

dt
⟨p̂j⟩ = −ω2

j ⟨x̂j⟩ − λ⟨x̂k≠j⟩ −
Γ̃j

2
⟨p̂j⟩ −

Γ̃c
2

⟨p̂k≠j⟩, (C.5)

while for the second moments we have:

d

dt
⟨x̂j x̂k⟩ =

1

2
⟨{p̂j , x̂k} + {p̂j , x̂k}⟩ −

Γ̃c
2

⟨x̂j x̂j + x̂kx̂k⟩(1 − δjk)

− (Γ̃j + Γ̃k)
2

⟨x̂j x̂k⟩ − Γ̃c⟨x̂j x̂l≠j⟩δjk +
D̃

(p)
j

2
δjk +

D̃
(p)
c

2
(1 − δjk),

(C.6)

d

dt
⟨p̂j p̂k⟩ = −

ω2
j

2
⟨{p̂k, x̂j}⟩ −

ω2
k

2
⟨{p̂j , x̂k}⟩ − λ⟨{p̂j , x̂l≠j}⟩δjk

− λ⟨x̂j p̂j + x̂kp̂k⟩(1 − δjk) −
Γ̃c
2

⟨p̂j p̂j + p̂kp̂k⟩(1 − δjk)

− (Γ̃j + Γ̃k)
2

⟨p̂j p̂k⟩ − Γ̃c⟨p̂j p̂l≠j⟩δjk +
D̃

(x)
j

2
δjk +

D̃
(x)
c

2
(1 − δjk),

(C.7)

d

dt
⟨{x̂j , p̂k}⟩ =⟨p̂j p̂k⟩ − 2ω2

k⟨x̂j x̂k⟩ − 2λ⟨x̂j x̂k⟩

− (Γ̃j + Γ̃k)
2

⟨{x̂j , p̂k}⟩ −
Γ̃c
2

⟨{x̂j , p̂l≠j} + {p̂j , x̂l≠j}⟩δjk

− Γ̃c
2

⟨{x̂j , p̂j} + {p̂k, x̂k}⟩(1 − δjk).

(C.8)

Therefore, as anticipated, cross-diffusion terms do not lead to dissipative coupling of
the oscillator. Then, only if Γ̃c ≠ 0, i.e. only for the CB scenario, we have dissipative
coupling between the oscillators, which is the hallmark of collective dissipation. Moreover,
from this set of equations it is readily apparent that the dynamics is easier to understand
in the normal mode basis.



APPENDIX D

Noiseless modes in small-world
networks and other models

This appendix contains additional details and results supplementing what is presented in
chapter 3. In particular, we consider different Hamiltonians and even a different type of
complex networks: that of Small-world networks. We also present additional results for
Erdős-Rényi networks.

D.1 Noiseless modes for other Hamiltonians

In this section1 we consider two possible variations of the Hamiltonian presented in Eq.
(3.23), analyzing differences that might arise in the results of abundance of NSs discussed
in chapter 3.

D.1.1 Spring-like coupling

The system Hamiltonian considering spring-like couplings:

ĤS =
1

2

N

∑
i=1

(p̂2
i + ω2

0 q̂
2
i ) +

N

∑
i=1

N

∑
j=1

λij(q̂i − q̂j)2, (D.1)

can be written as the sum of the following matrices:

Ĥd
ij =

1

2
(p̂2
i + ω2

0 q̂
2
i )δij , (D.2)

Ĥc
ij = [αiδij − λij(1 − δij)]q̂iq̂j . (D.3)

where αi = ∑j λij . When studying ER random networks described by spring-like couplings,
the only part of the Hamiltonian that changes among different realizations is (D.3). More-
over as Ĥd is proportional to the identity, it is not involved in shaping the normal modes
of the system. Then, with respect to the eigenvectors, we only need to diagonalize matrix

1The following three sections have been adapted from the supplementary material of Ref. [2].
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Figure D.1: a) Probability distribution of component sizes for ER networks with N = 15 and different
values of p. b) Degree distribution for N = 15 and different values of p. c) Variance of the degree distribution
varying p and for different network sizes.

(D.3). Notice that this matrix has always the property that the sum of the elements of
each row or each column takes the same constant value (zero in this case), and thus it is a
Laplacian matrix. For this type of matrix, the center of mass mode is always an eigenvec-
tor and thus the rest of them are perpendicular to it and decoherence free. It then follows
the remarkable fact that systems described by Hamiltonian (D.1) have always N − 1 NSs
whatever is the underlying topology.

D.1.2 Tight-binding model

The tight-binding model describes a different class of systems to those of Eq. (3.23) of the
main text, or of Eq. (D.1), in which the oscillators interact only by exchanging excitations.
In the case of uniform parameters the system is described by the following Hamiltonian
(h̵ = 1):

ĤTB =
N

∑
i=1

(ω̃0 + km)â†
i âi −

N

∑
i=1

N

∑
j=1

λ̃ij(1 − δij)(â†
i âj + â

†
j âi), (D.4)

where â†
j(âj) are the creation (annihilation) operators of oscillator j and λ̃ij = λ̃ or 0.

In this case, we have also introduced the parameter km to ensure positive eigenvalues,
where km is defined as the maximum degree of the network (for a given realization) times
λ̃. Then we can see that despite the parameters and the type of interaction between the
nodes is different from Eq. (3.23) and (3.32), the adjacency matrix is the same for both
models, if the underlying networks are the same. This implies that both models have
the same eigenvectors and the results about the NSs for uniform parameters of chapter 3
apply to both of them. On the other hand, for inhomogeneous problems in which there are
nonuniform frequencies and couplings, this does not hold and some quantitative difference
might arise even if the same main qualitative results are expected.

D.2 Topology of Erdős-Rényi random networks

In this section we consider in more detail two aspects of the topology of ER networks: the
component size distribution and the degree distribution, which complement the discussions
presented in chapter 3.

D.2.1 Component size distribution

When p increases, networks move from a topological regime in which they are composed
of many small components to a connected regime in which there is a single component. In
Figure 3.7 (a) it can be observed that the p̃c for which Pconn(p,N) = 1/2, diminishes with
the size of the network. In particular for N = 15 we have p̃c ≈ 0.23. In Figure D.1 we plot
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Figure D.2: a) Fraction of noiseless modes out of the total varying the size N and rewiring probability prw,
with k = 6. White dashed lines correspond to constant contours of the variance of the degree distribution,
where the variance increases from the leftmost to the rightmost contour. Probability to find at least a
noiseless normal mode for Small-world networks (b) and variance of the degree distribution (c), varying
the rewiring probability, prw, and for different network sizes, N , and degrees, k, of the initial ring network.

some examples of the component size distribution for N = 15 and p below and above the
threshold one, p̃c, in order to illustrate how the network connectedness evolves. From this
figure it can be appreciated that for small p, networks are composed mainly by uncoupled
oscillators, while as p increases, the probability to find one big component spanning all
the network increases progressively.

D.2.2 Degree distribution

The degree distribution for an ER network is known to follow a binomial distribution
[272], that is the probability of an oscillator to be coupled to k other oscillators is:

Pk = (N − 1

k
)pk(1 − p)N−1−k, (D.5)

and thus the variance of such distribution is given by:

Var[k] = (N − 1)p(1 − p). (D.6)

In Fig. D.2 we have plotted these two quantities: in D.1 (b) the degree distribution
for N = 15 and different p’s, while in D.1 (c) the variance for different network sizes.
From these figures we can observe that the width of the degree distribution increases as p
approaches p = 0.5, and also as the size of the network increases.

D.3 Noiseless modes in Small-world random networks

In this section we consider the model of small-world (SW) networks by Watts and Strogatz
[273]. The starting point of this model is a degree regular ring network in which each node
is coupled to its k nearest neighbors, together with the definition of a stochastic rewiring
process. In the first step of this process, nodes are considered successively in a clockwise
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Figure D.3: In color: probability that a NS of a given size (vertical axis) is located in a component of
a particular size (horizontal axis). Inset: noiseless mode size distribution. a) Parameter values: N = 15,
prw = 0.5, k = 4. b) Parameter values: N = 15, prw = 0.5, k = 12.

sense and with probability prw the connection with its clockwise nearest neighbor is rewired
to a randomly chosen node (from a uniform distribution). Whenever the new connection
coincides with an already existing one no change is made and the original link remains.
After all nearest neighbor connections have been considered, the process is repeated for
next to nearest connections. In the same fashion, the remaining longer range connections
are successively addressed until all links of the original ring network have been considered
in a rewiring step once. Thus as prw increases, the initial regular lattice is progressively
disordered, and in the limit of prw = 1 all couplings of the network are randomly rewired.

D.3.1 Noiseless mode abundance and structure

The fact that in this model we can progressively disorder a regular network (which is in a
shifted Laplacian form and thus always has N − 1 noiseless modes2 facilitates the analysis
of how topological disorder affects the abundance of noiseless modes. As discussed in the
main text, it seems that for increasing disorder in network topology the abundance of
normal modes diminishes. In figure D.2 (a) we plot the fraction of noiseless modes out of
the total varying the rewiring probability and the size of the networks. The initial degree
of the ring network is fixed to k = 6. In this colormap, contour lines with constant variance
of the degree distribution are also plotted (white dashed lines, inner contours correspond
to higher variances). In figure D.2 (b) we plot the probability to find at least a noiseless
mode when varying the rewiring probability prw, and for different network parameters
N and k. In Fig. D.2 (c) we plot the variance of the degree distribution for the same
parameters as in Fig.D.2 (b), and varying again the rewiring probability.

From these plots we see that the probability to find noiseless modes diminishes when
randomizing the network by rewiring. The observed abundance of noiseless modes in
small-word networks is in agreement with our results in ER networks: the presence of
noiseless modes is degraded when departing from topologically ordered configurations,
and in small networks there is a finite probability to observe them for all values of prw.
We observe that the results depend also on the initial degree, although the behaviour is
qualitatively the same [Fig. D.2 (b)].

Finally we also analyze the structure of the noiseless modes present in this network
model. In Fig. D.3 we consider SW networks with N = 15, prw = 0.5, k = 4 (a), and
k = 12 (b). Here, we observe again that noiseless modes spanning over an odd number

2This follows from Hamiltonian (3.23) and parameters (3.32); since in the initial regular lattice (for
prw = 0), every node has the same degree km and hence the Hamiltonian matrix can be split in a diagonal
matrix and a Laplacian matrix, similarly to Hamiltonian (D.1) in which (D.3) is of the Laplacian form.
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of oscillators are strongly suppressed. Moreover, we see that in the case of k = 12 this
asymmetry is present also for big noiseless modes. Finally, in the case of Small-world
networks and for these parameter values, we see that they are composed by a single
component.

D.4 Noiseless eigenvectors in the connected regime.

In this section, we write down a general condition by which the noiseless eigenvectors of
a motif (like those of Fig. 3.6 (b) or Fig. D.4) can become noiseless eigenvectors of the
whole network in which the motif is embedded. This enables us to gain insight on why
the NS size distributions in the poorly connected regime and in the very connected one
are so similar (Fig. 3.8). Importantly, in all the section we assume uniform frequencies so
that this constant diagonal term does not influence the shape of the eigenvectors and it
can be factorized out.

General condition. Suppose we have a network whose edges are encoded in the adja-
cency matrix A, and we divide the set of nodes in two subsets: the motif M , and the rest
of the network R. Define also the adjacency matrix describing the internal structure of
the motif as AM (i.e. edges amongst the nodes of M). Assume u⃗ is a noiseless eigenvector
of the motif; i.e. AM u⃗ = αu⃗ where ∑j∈M uj = 0, and uj are the vector entries. Now, we
define the vector v⃗ as vj = uj ∀j ∈M , and vj = 0 ∀j ∈ R, and we establish the conditions
under which v⃗ is a noiseless eigenvector of the whole network adjacency matrix A with
the same eigenvalue α. First, we divide M in n subsets mk (each node being only in one
subset), such that we can rewrite ∑j∈M uj = ∑nk=1∑j∈mk uj . These subsets are chosen so
that u⃗ is noiseless within each subset, i.e. ∑j∈mk uj = 0 ∀mk. Then, if the connections
between any node in R with the nodes of M only depend on the subset mk and not on

the particular node j, i.e. λij = λ(mk)
i ∀i ∈ R and ∀j ∈ mk, v⃗ is a noiseless eigenvector of

A with eigenvalue α.

Proof. We first prove that v⃗ is noiseless: ∑j vj = ∑j∈M vj + ∑j∈R vj = ∑j∈M uj + 0 =
∑nk=1∑j∈mk uj = 0. Now we prove it is an eigenvector. Without loss in generality we
can write Av⃗ = w⃗ with ∑j λijvj = wi, and we want to show that wi = αvi. First assume
i ∈ R, then ∑j λijvj = ∑j∈M λijuj since vj = 0 ∀j ∈ R and vj = uj ∀j ∈ M . Then, we can
factorize this sum in terms of the subsets, i.e. ∑j∈M λijuj = ∑nk=1∑j∈mk λijuj . Finally,
apply the property of identical coupling between a subset and the nodes out of the motif:

∑nk=1∑j∈mk λijuj = ∑
n
k=1 λ

(mk)
i ∑j∈mk uj = 0, where we have also used the subset noiseless

condition, i.e. ∑j∈mk uj = 0 ∀mk. Hence, wi = αvi = 0 ∀i ∈ R. Now assume i ∈ M , using
vj = 0 ∀j ∈ R and vj = uj ∀j ∈M , we obtain ∑j λijvj = ∑j∈M λijuj which is just row i of
the matrix product AM u⃗, and thus, using the definition of u⃗, we have ∑j∈M λijuj = αui.
Therefore, we have proved that wi = αvi ∀i, i.e. that v⃗ is a noiseless eigenvector of the
whole network with eigenvalue α. ∎

Symmetric case. It is insightful to consider the very symmetric case in which n = 1.
Then, the edges of nodes of R with nodes of M are the same for all nodes of the motif,
i.e. λij = λi ∀i ∈ R and ∀j ∈M , and we see that for each noiseless eigenvector of AM we
can construct the corresponding noiseless eigenvector of A.

The results written above rely on a subset of nodes having the same connections with
another subset of nodes, which intuitively seems more plausible when networks tend to
be more homogeneous (small variance of the degree distribution). In table D.1 we have
written down all noiseless eigenvectors of size 4, which are not degenerate, and that can be
found in motifs of size 4 and 5 (the corresponding ones shown in Fig. 3.6 (b) and Fig. D.4).
It is illustrative to observe that some of the motifs of 5 oscillators can be seen as motifs
of size 4 properly connected (as dictated by the above conditions) to an extra node, and
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m11 m12 m13 m14 m15

Figure D.4: Motifs of 5 oscillators that contribute with non-degenerate noiseless eigenvectors of size 4.
Motif m8 also contributes but is already included in figure 3.6 (b) of the main text. The nodes are labeled
as 1, 2, 3, 4 and 5 from left to right and from top to bottom. As illustrative examples, motifs m11 and
m14 can be considered as motif m4 (in red) connected to an extra node in such a way that they satisfy the
general condition (m11) and also the symmetric case (m14).

thus the same noiseless eigenvector and eigenvalue is found (see caption of figure D.4 and
table D.1). In fact, we have checked the consistency of these theoretical predictions with
the results of numerical simulations. In table D.1 we have listed all motifs of size ≤ 5 that
contribute with non-degenerate noiseless eigenvectors of size 4, and their corresponding
eigenvalues (assuming λ = −1 and zero frequencies). Then, we have analyzed numerically
the eigenvalues associated to the noiseless eigenvectors of size 4, for ER networks (we
have generated a set of 105 networks) of size N = 15 and for various choices p (not shown
here), finding the eigenvalues to correspond exclusively to the ones listed in table D.1.
The same has been done for NS = 2, for which the predicted eigenvalues (by looking to
motifs of size up to ≤ 5) are α = 0 and α = 1, also finding numerical agreement. In the case
of NS = 3, both numerics and theory predict that there are no non-degenerate noiseless
eigenvectors. The analysis of larger NSs becomes complicated as the number of possible
motifs of bigger size increases significantly. The observed consistency between theory and
numerics suggests that NSs in very connected networks come from the NSs of the small
motifs properly embedded within the rest of the network.

Motif Noiseless eigenvectors Eigenvalues

m4
v⃗1 = (−1,1.62,−1.62,1) α1 = 1.62
v⃗2 = (−1,−0.62,0.62,1) α2 = −0.62

m6 v⃗1 = (1,−1,1,−1) α1 = 2

m8
v⃗1 = (−1,1,0,−1,1) α1 = 1
v⃗2 = (−1,−1,0,1,1) α2 = −1

m11
v⃗1 = (0,1.62,−1.62,−1,1) α1 = 1.62
v⃗2 = (0 − 0.62,0.62,−1,1) α2 = −0.62

m12
v⃗1 = (0,−1,1,−1,1) α1 = 2
v⃗2 = (0,−1,−1,1,1) α2 = 0

m13 v⃗1 = (−1,1,0,−1,1) α1 = −1

m14
v⃗1 = (1.62,−1.62,0,−1,1) α1 = 1.62
v⃗2 = (−0.62,0.62,0,−1,1) α2 = −0.62

m15 v⃗1 = (−1,1,0,−1,1) α1 = 2

Table D.1: Noiseless eigenvectors of size 4 that are not degenerate and that come from motifs of size 4 and
5. The entries of the vectors are ordered according to how nodes have been ordered in figures 3.6(b) and
D.4. The associated eigenvalues are displayed in the third column, where we have assumed zero frequencies
and λ = −1. Following the illustrative example of Fig. D.4, we see that the noiseless eigenvectors of m4

appear again in m11 and m14, being localized in the red part of the motif, and with the same eigenvalue,
according to what is predicted by the general condition derived in the text.



APPENDIX E

Dynamics of harmonic oscillators
and spins in the presence of

coalescence

In this appendix we present some additional details and results corresponding to chapter 4.
The following sections have been mainly adapted from the appendices and supplemental
material of Refs. [3, 7].

E.1 Additional details for the array of harmonic oscillators

In the following, we present the details on how to solve the equations of motion with a
general nonzero driving term, as well as on how to solve the equations for the amplitude
two-time correlations.

E.1.1 Solution for the first moments with general driving

The starting point are the equations for the first moments with nonzero driving in the site
basis:

d

dt
⟨ân⟩ = −γa⟨ân⟩ − iλ(⟨b̂n−1⟩(1 − δn,1) + ⟨b̂n⟩) + αn(t), (E.1)

d

dt
⟨b̂n⟩ = −γb⟨b̂n⟩ − iλ(⟨ân⟩ + ⟨ân+1⟩(1 − δn,N)) + βn(t), (E.2)

with n ∈ [1,N]. Using the same orthogonal transformation defined in the main text, we
can block-diagonalize this system of equations. In particular, the driving in the k-basis

is defined as ⃗̃F = PT F⃗ , with the k-driving terms αkl(t) and βkl(t) related to their direct-
space amplitudes αn(t) and βn(t) analogously to the k-modes of Eq. (4.6) of the main
text. Then Eqs. (E.1) and (E.2) transform to:

d

dt
⟨âkl⟩ = −γa⟨âkl⟩ − iλkl⟨b̂kl⟩ + αk(t), (E.3)

d

dt
⟨b̂kl⟩ = −γb⟨b̂kl⟩ − iλkl⟨âkl⟩ + βk(t). (E.4)
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Assuming that the Laplace transform of these general driving terms exists, the general
solution in the s-domain is given by:

⟨âkl(s)⟩ =
(s + γb)[⟨âkl⟩0 + αkl(s)] − iλkl[⟨b̂kl⟩0 + βkl(s)]

(s +Ω+
kl
)(s +Ω−

kl
) , (E.5)

⟨b̂kl(s)⟩ =
(s + γa)[⟨b̂kl⟩0 + βkl(s)] − iλkl[⟨âkl⟩0 + αkl(s)]

(s +Ω+
kl
)(s +Ω−

kl
) , (E.6)

which display the same dynamical regimes as the homogeneous case determined by Ω±
kl

.
From these general solutions we can obtain the particular case of periodic driving presented
in the main text in Eqs. (4.21) and (4.22).

E.1.2 General solution for the two-time correlation functions

In this section we study the two-time correlation functions of the type ⟨ĉ†n(t)ân′(t + τ)⟩
and ⟨ĉ†n(t)b̂n′(t + τ)⟩, where ĉ†n can be either â†

n or b̂†n. The quantum regression theorem
states that the time evolution in τ of these correlations is given by the same matrix M
introduced in the main text (see chapter 2 or [59]), i.e. ∂τ v⃗n(t, τ) = Mv⃗n(t, τ) for any fixed
n, with:

v⃗n(t, τ) =

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

⟨ĉ†n(t)â1(t + τ)⟩
⟨ĉ†n(t)b̂1(t + τ)⟩

⋮
⟨ĉ†n(t)âN(t + τ)⟩
⟨ĉ†n(t)b̂N(t + τ)⟩

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

. (E.7)

Hence, the time evolution of these correlations can be obtained from that of the first
moments with the second moments ⟨ĉ†n(t)ân′(t)⟩ and ⟨ĉ†n(t)b̂n′(t)⟩ as initial condition.
Proceeding as before, we write this system of equations in a block-diagonal form as
∂τ ⃗̃vn(t, τ) = PTMP⃗̃vn(t, τ) with ⃗̃vn(t, τ) = PT v⃗n(t, τ):

⃗̃vn(t, τ) =

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

⟨ĉ†n(t)âk1(t + τ)⟩
⟨ĉ†n(t)b̂k1(t + τ)⟩

⋮
⟨ĉ†n(t)âkN (t + τ)⟩
⟨ĉ†n(t)b̂kN (t + τ)⟩

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

. (E.8)

Thus, the system of equations in the k-basis is given by:

∂τ ⟨ĉ†n(t)âkl(t + τ)⟩ = −γa⟨ĉ
†
n(t)âkl(t + τ)⟩ − iλkl⟨ĉ

†
n(t)b̂kl(t + τ)⟩, (E.9)

∂τ ⟨ĉ†n(t)b̂kl(t + τ)⟩ = −γb⟨ĉ
†
n(t)b̂kl(t + τ)⟩ − iλkl⟨ĉ

†
n(t)âkl(t + τ)⟩, (E.10)

which is the same, up to the involved expected values, as the one for the first moments
given in Eqs. (4.11) and (4.12) of the main text. In consequence, the solutions are
given by Eqs. (4.16)-(4.18) of the main text replacing ⟨âkl⟩ by ⟨ĉ†n(t)âkl(t + τ)⟩, ⟨b̂kl⟩ by

⟨ĉ†n(t)b̂kl(t + τ)⟩, changing t by τ in the right hand side of the equations, and taking the
second moments ṽn(t,0) as initial condition.

Despite our approach is general, we now focus on these correlation functions evaluated
in the stationary state, which yield the (asymptotic) emission spectrum of the system. We
now define the spectrum of correlations v⃗n(∆) = limt→∞ ∫ ∞0 dτ v⃗n(t, τ)ei∆τ with ∆ = ω−ω0.

This spectrum is obtained recombining the expressions in the k-basis as ⟨ĉ†n(t)ân′(t +
τ)⟩ = ∑Nl=1 S

(a)
n′,kl

⟨ĉ†n(t)âkl(t + τ)⟩ and ⟨ĉ†n(t)b̂n′(t + τ)⟩ = ∑Nl=1 S
(b)
n′,kl

⟨ĉ†n(t)b̂kl(t + τ)⟩. In the
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following, we write down the general solutions in the k-basis Fourier transformed and for
each dynamical regime from which the particular case of the main text can be obtained.
In the single-frequency regime we have:

⟨ĉ†nâkl(∆)⟩ = ⟨ĉ†nâkl⟩ss
(γ+kl − γ

−
kl
)[

(γ+kl − γb)(γ
+
kl
+ i∆)

∆2 + γ+2
kl

−
(γ−kl − γb)(γ

−
kl
+ i∆)

∆2 + γ−2
kl

]

+iλkl⟨ĉ
†
nb̂kl⟩ss

(γ+kl − γ
−
kl
) [

γ+kl + i∆
∆2 + γ+2

kl

−
γ−kl + i∆
∆2 + γ−2

kl

].
(E.11)

At the EP:

⟨ĉ†nâkl(∆)⟩ = ⟨ĉ†nâkl⟩ss[
γ̄
2
+ i∆

∆2 + γ̄2

4

+ γb − γa
2

γ̄2

4
−∆2 + i∆γ̄

(∆2 + γ̄2

4
)2

] − iλkl⟨ĉ†nb̂kl⟩ss[
γ̄2

4
−∆2 + i∆γ̄

(∆2 + γ̄2

4
)2

], (E.12)

While in the two-frequency regime:

⟨ĉ†nâkl(∆)⟩ = ⟨ĉ†nâkl⟩ss
2iνkl

[
(γb−γa

2
+ iνkl)( γ̄2 + i(∆ + νkl))
γ̄2

4
+ (∆ + νkl)2

−
(γb−γa

2
− iνkl)( γ̄2 + i(∆ − νkl))
γ̄2

4
+ (∆ − νkl)2

]

−λkl⟨ĉ
†
nb̂kl⟩ss

2νkl
[
γ̄
2
+ i(∆ + νkl)

γ̄2

4
+ (∆ + νkl)2

−
γ̄
2
+ i(∆ − νkl)

γ̄2

4
+ (∆ − νkl)2

].
(E.13)

Notice that the expressions for ⟨ĉ†nb̂kl(∆)⟩ can be obtained from Eqs. (E.11) to (E.13)

exchanging the labels a ↔ b and the stationary second moments ⟨ĉ†nâkl⟩ss ↔ ⟨ĉ†nb̂kl⟩ss.
Moreover, these stationary second moments can be obtained from Eqs. (4.41)-(4.43) of

the main text as ⟨ĉ†nâkl⟩ss = ∑Nm=1 S
(a)
m,kl

⟨ĉ†nâm⟩ss and ⟨ĉ†nb̂kl⟩ss = ∑Nm=1 S
(b)
m,kl

⟨ĉ†nb̂m⟩ss.

E.2 Additional details for the spin system

In this section, we present the matrix representation of the Liouvillian together with some
analytical expressions for the eigenvalues in some limiting cases. We also show an example
of EPs in the Liouvillian block La. Later, we derive the general expression for ⟨σ̂x1,2(t)⟩,
and the absorption spectrum in the absence of pumping.

E.2.1 Liouville representation of the master equation

The master equation (4.48) describing the evolution of ρ̂ can be written in terms of the
Liouvillian superoperator, L. In the Liouville representation, the state of the system is
represented by a vector of the Hilbert-Schmidt space H = C16, and the Liouvillian is a non-
Hermitian matrix ¯̄L (see chapter 2 or Refs. [90, 269]). Then, the matrix representation of
L is given by

¯̄L = −i(Ĥ ⊗ 1 − 1⊗ Ĥ⊺) +
2

∑
i,j=1

γ[σ̂−i ⊗ (σ̂+j )⊺ − (σ̂+j σ̂−i )⊗
1
2
− 1

2
⊗ (σ̂+j σ̂−i )⊺]

+
2

∑
i=1

w[σ̂+i ⊗ (σ̂−i )⊺ − (σ̂−i σ̂+i )⊗
1
2
− 1

2
⊗ (σ̂−i σ̂+i )⊺].

(E.14)

An important feature for this kind of system is that the Liouvillian matrix takes a block-
diagonal form [90, 269]: ¯̄L = ⊕µ

¯̄Lµ, with µ ∈ {a, b, c, d, e}. Analogously, the Hilbert-
Schmidt space H can be decomposed in these same blocks or subspaces H =⊕µHµ, each
of which is spanned by the following basis elements: subspace Ha is spanned by ∣eeee⟫,
∣egeg⟫, ∣egge⟫, ∣geeg⟫, ∣gege⟫, and ∣gggg⟫; Hb by ∣eeeg⟫, ∣eege⟫, ∣eggg⟫, and ∣gegg⟫; Hc by
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∣egee⟫, ∣geee⟫, ∣ggeg⟫, and ∣ggge⟫; Hd by ∣eegg⟫; and He by ∣ggee⟫. Then, the different
Liouvillian blocks read as

¯̄La =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜
⎝

−2γ w 0 0 w 0
γ −(γ +w) −γ2 + is12 −γ2 − is12 0 w
γ −γ2 + is12 −(γ +w) − iδ 0 −γ2 − is12 0
γ −γ2 − is12 0 −(γ +w) + iδ −γ2 + is12 0
γ 0 −γ2 − is12 −γ2 + is12 −(γ +w) w
0 γ γ γ γ −2w

⎞
⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, (E.15)

¯̄Lb =
⎛
⎜⎜⎜⎜
⎝

−Γ1

2 − iω2 −γ2 + is12 0 w

−γ2 + is12 −Γ1

2 − iω1 w 0

γ γ −Γ2

2 − iω2 −γ2 − is12

γ γ −γ2 − is12 −Γ2

2 − iω1

⎞
⎟⎟⎟⎟
⎠
, (E.16)

where Γ1 = 3γ+w and Γ2 = γ+3w. ¯̄Lc is the complex conjugate of ¯̄Lb, ¯̄Ld = −(γ+w)−2iω0,
and ¯̄Le = ( ¯̄Ld)∗.

Analytical expressions for the eigenvalues. Generally the analytical expression for
the eigenvalues is too cumbersome to be insightful; however, in some particular cases,
simple analytical expressions can be found. In fact for w/γ = 0 the full eigenspectrum can
be obtained [90]. The eigenvalues of ¯̄Lb, which are the relevant ones for our synchronization
analysis, are:

λb1 = −
1

2
[3γ + V ∗] − iω0, λb2 = −

1

2
[3γ − V ∗] − iω0,

λb3 = −
1

2
[γ + V ] − iω0, λb4 = −

1

2
[γ − V ] − iω0,

(E.17)

ordered with increasing real part and V =
√

(γ + 2is12)2 − δ2. Notice that for δ = 0 the
real part of λb4 is zero. The appearance of purely imaginary eigenvalues corresponds
to the existence of decoherence-free subspaces which enable the possibility of stationary
synchronization [2, 93, 101]. It is also useful (and possible) to write down the eigenvalues
for the case with δ/γ = 0 and nonvanishing pumping, in which we have:

λb1 = −
1

2
[3γ + 2w + Ṽ ] − iω0, λb2 = −

1

2
[3γ + 2w − Ṽ ] − iω0,

λb3 = −γ −
w

2
− i(ω0 + s12), λb4 = −

3

2
w − i(ω0 − s12),

(E.18)

with Ṽ =
√

(w2 + γ2 + 6wγ − 4s2
12) + i4s12(w − γ).

E.2.2 EPs in ¯̄La
In this section we show an example of EP in ¯̄La. In this sector, and for the case w ≠ 0,
s12 = 0 and δ = 0, there are three eigenvalues with simple expressions:

λa1 = 0, λa2 = −(w + γ), λa3 = −(w + γ), (E.19)

while the remaining three are roots of the third order equation:

λ3 + 4λ2(w + γ) + λ(5w2 + 10wγ + 4γ2) + 2w3 + 6w2γ + 8wγ2 = 0. (E.20)
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Figure E.1: (a) Imaginary part of the eigenvalues (eigenfrequencies) of ¯̄La, varying w/γ, for δ/γ = 0, and
ω0/γ = 20. In solid red the pair of eigenvalues that coalesce, in blue dashed lines the rest of eigenvalues.
(b) The real part of the corresponding eigenvalues (decay rates). (c) Product of the corresponding pair of
eigenvectors that coalesce. Notice that not all eigenvalues are visible, as we have adjusted the range of the
plots to display clearly the EP.

Notice that here the eigenvalues are not ordered. Without the need of finding the solutions
of Eq. (E.20), we can readily obtain important information. First notice that for w = 0
there is a second eigenvalue together with λa1 which is zero, and thus the stationary state is
not unique. In fact, for δ = w = 0, we have shown that there are pure imaginary eigenvalues
in ¯̄Lb(c), which represent the non-decaying oscillating coherences between the two steady
states, which attain the possibility of stationary synchronization [2, 93, 90, 101]. Second,
notice that as a third order equation can have either three real roots or one real root and
two complex conjugate ones, the corresponding branching of eigenvalues resembles what
has been discussed for ¯̄Lb(c) and thus there could be an EP at the branching point. This
turns out to be the case, as we show in Fig. E.1 in which at the point in which two roots
become complex, the corresponding eigenvectors become parallel.

E.2.3 Dynamics of ⟨σ̂xj (t)⟩
Here, we write down the formal solution for the dynamics of ⟨σ̂xj (t)⟩ in terms of coefficients

that depend on the eigenvalues and eigenvectors of ¯̄Lb(c). Notice that as it depends on the

diagonalization of ¯̄L, it is not valid at an EP. Considering the general state decomposition
of Eq. (4.50) and from the definition of expected value we obtain

⟨σ̂xj (t)⟩ = Tr(σ̂xj ρ̂(t)) =∑
µ
∑
k

pµ0k⟨τ
µ
k ⟩xje

λµ
k
t, (E.21)

with ⟨τµk ⟩xj = ⟪σxj ∣τ
µ
k ⟫ and, invoking the block structure of the Liouvillian, we find that

⟨τµk ⟩xj are nonzero only for µ = b, c. Finally, as ¯̄Lc = ¯̄L∗b , then λck = λb∗k , ⟨τ ck⟩xj = ⟨τ bk⟩∗xj and

pc0k = pb∗0k. Thus, the formal solution can be written just in terms of µ = b as

⟨σ̂xj (t)⟩ =
4

∑
k=1

2∣pb0k⟨τ bk⟩xj ∣eRe(λbk)t cos[Im(λbk)t + ψbk,xj], (E.22)

with ψbk,xj = arg(pb0k⟨τ bk⟩xj).
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E.2.4 Correlation spectrum for w/γ = 0

In this section, we outline the main steps involved in computing two-time correlations of
the type ⟨σ̂−j (t + τ)σ̂+k (t)⟩ in the stationary state of the system, that is ⟨σ̂−j (τ)σ̂+k (0)⟩ss =
limt→∞⟨σ̂−j (t + τ)σ̂+k (t)⟩. In the absence of pumping the stationary state of the system is
the vacuum, ρss = ∣gg⟩⟨gg∣. Then, the definition of these two-time correlations is given by
[59]

⟨σ̂−j (τ)σ̂+k (0)⟩ss = Tr(σ̂−j eLτ(σ̂+k ∣gg⟩⟨gg∣)) = Tr(σ̂−j eLbτ(σ̂+k ∣gg⟩⟨gg∣)), (E.23)

for τ ≥ 0. In the second equality we have used the fact that σ̂+k ∣gg⟩⟨gg∣ yields either

∣eg⟩⟨gg∣ or ∣ge⟩⟨gg∣ whose dynamics is ruled by ¯̄Lb. Moreover, as w/γ = 0, and as this type
of initial condition belongs to the one excitation sector, the dynamics of these correlations
can be obtained just considering the one excitation sector. Thus, considering a more
general initial condition of this type, we have that eLbτ(ρeggg(0)∣eg⟩⟨gg∣+ρgegg(0)∣ge⟩⟨gg∣) =
ρeggg(τ)∣eg⟩⟨gg∣ + ρgegg(τ)∣ge⟩⟨gg∣, where these amplitudes follow a system of equations

given by ¯̄Lb that reads as

d

dτ
ρeggg(τ) = −[

γ

2
+ i(ω0 +

δ

2
)]ρeggg(τ) − (γ

2
+ is12)ρgegg(τ),

d

dτ
ρgegg(τ) = −[

γ

2
+ i(ω0 −

δ

2
)]ρgegg(τ) − (γ

2
+ is12)ρeggg(τ).

(E.24)

The solution in the Laplace domain, ρxxgg(s) = ∫ ∞0 ρxxgg(τ)e−sτdτ , is readily obtained

ρeggg(s) =
[s + γ/2 + i(ω0 − δ/2)]ρeggg(0) − (γ/2 + is12)ρgegg(0)

(s − λb3)(s − λb4)
,

ρgegg(s) =
[s + γ/2 + i(ω0 + δ/2)]ρgegg(0) − (γ/2 + is12)ρeggg(0)

(s − λb3)(s − λb4)
,

(E.25)

where the poles correspond to two of the eigenvalues given in Eq. (E.17). Notice that
for s12 = 0 there is an EP at δ = γ but, in contrast to Eq. (E.22), this solution is correct
at the EP as it is not written in terms of the eigenvectors of ¯̄Lb. In the main text, we
consider both collective and local correlations, each case corresponding to different linear
combinations of the above general results. For instance, for the collective correlation
function associated to L̂ = (σ̂−1 +σ̂−2 )/

√
2, we have ⟨L̂(τ)L̂†(0)⟩ss = (ρeggg(τ)+ρgegg(τ))/

√
2

with the initial condition ρeggg(0) = 1/
√

2 and ρgegg(0) = 1/
√

2. Otherwise, considering
only the initial excitation of one of the qubits, we have ⟨σ̂−1 (τ)σ̂+1 (0)⟩ss = ρeggg(τ) and
⟨σ̂−2 (τ)σ̂+2 (0)⟩ss = ρgegg(τ) for either ρeggg(0) = 1 and ρgegg(0) = 0 or the other way around.

In general, we will be interested in the Fourier transform or spectrum of these corre-
lations, i.e.

Sôô†(ω) = ∫
∞

−∞
dτ e−iωτ ⟨ô(τ)ô†⟩ss

= 2Re{∫
∞

0
dτ e−iωτ ⟨ô(τ)ô†)⟩ss},

(E.26)

where ô stands either for σ̂−j or L̂. The second equality in (E.26) follows from the fact

that in the stationary state ⟨ô(−τ)ô†⟩ss = ⟨ôô†(τ)⟩ss, and moreover, for these correlations
⟨ôô†(τ)⟩ss = ⟨ô(τ)ô†⟩∗ss. Finally notice that these Fourier transformed correlations can
be written in terms of the solutions in the Laplace domain as combinations of the terms
2Re[ρeggg(s = iω)] and 2Re[ρgegg(s = iω)].



APPENDIX F

Implementation of the dissipative
spin chain

In chapter 5 we have presented a dissipative spin model and we have provided a bird-
eye picture of what is needed to implement it in a platform of cold atoms. Here, we
will proceed to discuss the main details of this proposal. In Section F.1 we present the
Hamiltonian that models the atomic lattice. We follow in Sect. F.2 explaining how from
this atomic lattice one can realize effective spin Hamiltonians. In Sect. F.3 we comment
on the proposed dissipation scheme of Ref. [265], while we end in Sect. F.4 discussing
briefly typical numerical values for the parameters of the atomic system.

F.1 Two band Bose-Hubbard model

We consider a system of bosonic atoms in the Mott-insulator regime (MI), trapped in the
two lowest energy bands of a bichromatic optical lattice. The optical lattice is assumed
to be strongly anharmonic, such that higher vibrational levels are not populated. The
system is described by the following two-band Bose-Hubbard Hamiltonian:

ĤBH = Ĥ0 + Ĥ1 + Ĥt. (F.1)

The different contributions to this Hamiltonian are the following. Ĥ0 describes the atom-
atom repulsive interactions and the unperturbed optical potential [265]:

Ĥ0 =
N

∑
j=1

{ω0

2
(d̂†
j d̂j − ĉ

†
j ĉj) +U01ĉ

†
j ĉj d̂

†
j d̂j

+ U00

2
ĉ†j ĉj(ĉ

†
j ĉj − 1) + U11

2
d̂†
j d̂j(d̂

†
j d̂j − 1)},

(F.2)

Ĥ1 contains the small modulations to the optical potential:

Ĥ1 = ∑
j∈odd

ω1

2
(d̂†
j d̂j − ĉ

†
j ĉj) + ∑

j∈even

ω2

2
(d̂†
j d̂j − ĉ

†
j ĉj), (F.3)
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and Ĥt the perturbative tunneling processes between neighboring sites:

Ĥt =
N−1

∑
j=1

(t0ĉ†j ĉj+1 + t1d̂†
j d̂j+1 +H.c.). (F.4)

The bosonic operators ĉ†j and ĉj (d̂†
j and d̂j) create and annihilate an atom in the lowest

(second lowest) motional state of site j of the optical lattice. As in [265] the only atom-
atom interactions are given by the same site and same motional state repulsion energies
U00 and U11, and the same site different motional state repulsion U01. Tunneling between
neighboring sites without exchange of the motional state is permitted, with rates t0 and
t1 [265]. The motional states are separated by a large energy ω0 with small dimeric
modulations ω1 and ω2, where it is convenient to define two possible energy separations
ω̃1,2 = ω0 +ω1,2. These processes are schematically illustrated in Fig. 5.1. We consider the
system to be in a regime in which there is one atom per site. We recall the usual hierarchy
of parameter values that ensures the validity of the model [265, 340, 341]:

ω0 ≫ U00, U11, U01 ≫ t0, t1. (F.5)

Notice that as we consider small frequency modulations of the optical potential, we must
also require that:

ω0 ≫ ω1, ω2, U00, U11, U01 ≫ δ, (F.6)

with δ = ω1 − ω2. The first condition is necessary to be able to treat the modulations
of the potential as a perturbation to the monochromatic Hamiltonian (F.2). The second
additional condition is instead necessary to obtain the desired effective spin Hamiltonian
(see next section).

F.2 Effective spin Hamiltonian

An important observation is that ĤBH , besides conserving the total number of atoms n,
also conserves the total number of atoms in each motional state n0 and n1. Hence, the
eigenstates of Ĥ0 + Ĥ1 are given by the possible ways to distribute n atoms in the two
motional states of the optical lattice. Here, we are interested in the low-energy sector of
the case n = N in which there is one atom per site. In fact, for prescribed values of n0 and
n1, the lowest energy eigenstates, i.e. the ones with an atom per site, form a manifold of
states with intra-energy separation of the order of δ. In turn, all possible configurations in
which there is one site with two atoms form also a manifold with intra-energy separation
again of order δ. Importantly, both manifolds are separated by an energy gap of the order
of the repulsive interactions, i.e. ∼ U00, U11, U01, and hence much larger than the intra-
manifold energy scales [Eq. (F.6)]. As we shall see, for small tunneling rates, one can take
advantage of this manifold structure of the energy spectrum to engineer an effective spin
Hamiltonian that captures the low-energy physics of the system [221].

In these conditions, when considering Ĥt, only matrix elements between unperturbed
states of different manifold are non-zero. Then, if one is interested in the low-energy
physics of the system, one can use perturbation theory to obtain an effective Hamiltonian
for the lowest energy manifold, and further neglect all states with more than one atom
per site [221]. In this Schrieffer-Wolff kind of approach [221, 265, 334, 335, 336], second-
order tunneling processes couple the lowest energy states by means of virtual transitions
to states with two atoms per site, which are energetically unfavorable due to the large
repulsive interactions. The matrix elements characterizing the strength of this kind of
second-order processes can be computed with the following formula [221, 265]:

⟨xj , yj+1∣Ĥeff∣x′j , y′j+1⟩ =
1

2
∑
ψ

⟨xj , yj+1∣Ĥt∣ψ⟩
1

E′ ⟨ψ∣Ĥt∣x′j , y′j+1⟩, (F.7)
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where Ĥt is the tunneling Hamiltonian given in (F.4), ∣ψ⟩ are the states with more than
one particle per site, and the E′ the energies of the unperturbed Hamiltonian, i.e. of
Ĥ0 + Ĥ1:

1

E′ =
1

Exy −Eψ
+ 1

Ex′y′ −Eψ
. (F.8)

In this appendix, the states ∣xj , yj+1⟩ correspond to the eigenstates of Ĥ0 + Ĥ1 in the
manifold of one atom per site. Then, xj and yj+1 denote the motional state of the atoms
at site j and j + 1, e.g. xj = 0 if at site j the atom is in the ground state and xj = 1 if it is
in the first excited state. Notice that as the tunneling Hamiltonian only couples nearest
neighbors, it is enough to apply the perturbative formula (F.7) to the neighboring sites j
and j + 1 in order to obtain the effective Hamiltonian for all the chain. This is done by
computing the matrix elements for all the possible combinations of ∣xj , yj+1⟩ and ∣x′j , y′j+1⟩
where xj , x

′
j , yj+1 and y′j+1 can take the values 0 and 1.

Then, after laborious but straightforward algebra, one obtains the second-order effec-
tive Hamiltonian governing the manifold of states with one atom per site:

Ĥeff =
N−1

∑
j=1

{C1 ĉ
†
j ĉj ĉ

†
j+1ĉj+1 +C2 d̂

†
j d̂j d̂

†
j+1d̂j+1 +C3 (ĉ†j ĉj+1d̂

†
j+1d̂j + d̂

†
j d̂j+1ĉ

†
j+1ĉj)}

+ ∑
j∈odd

{ ω̃1

2
(d̂†
j d̂j − ĉ

†
j ĉj) + (C+

4 ĉ
†
j ĉj d̂

†
j+1d̂j+1 +C+

5 d̂
†
j d̂j ĉ

†
j+1ĉj+1)(1 − δj,N)}

+ ∑
j∈even

{ ω̃2

2
(d̂†
j d̂j − ĉ

†
j ĉj) + (C−

4 ĉ
†
j ĉj d̂

†
j+1d̂j+1 +C−

5 d̂
†
j d̂j ĉ

†
j+1ĉj+1)(1 − δj,N)},

(F.9)

with the coefficients taking the following values1:

C1 = −
t20

U00 − δ/2
− t20
U00 + δ/2

≈ − 2t20
U00

, C2 = −
t21

U11 − δ/2
− t21
U11 + δ/2

≈ − 2t21
U11

,

C3 = −
t0t1

U01 − δ/2
− t0t1
U01 + δ/2

≈ −2t0t1
U01

,

C±
4 = − t20 + t21

U01 ∓ δ/2
, C±

5 = − t21 + t20
U01 ± δ/2

, C±
4 ≈ C±

5 ≈ − t
2
0 + t21
U01

.

(F.10)

Notice that in (F.10) we make use of the condition (F.6) to further approximate the
expression of the coefficients.

We can now define the pseudospin states ∣0j⟩ = ∣ ↓j⟩ and ∣1j⟩ = ∣ ↑j⟩, together with the
proper pseudospin operators:

σ̂+j = d̂
†
j ĉj , σ̂−j = ĉ

†
j d̂j , σ̂zj = d̂

†
j d̂j − ĉ

†
j ĉj ,

12×2 = d̂†
j d̂j + ĉ

†
j ĉj ,

(F.11)

thus obtaining the following effective spin Hamiltonian:

Ĥspin =
N−1

∑
j=1

{λ(σ̂+j σ̂−j+1 + σ̂+j+1σ̂
−
j ) + λzσ̂zj σ̂zj+1}

+ ∑
j∈odd

(ω0 + ω1

2
+ hz)σ̂zj + ∑

j∈even

(ω0 + ω2

2
+ hz)σ̂zj .

(F.12)

1The coefficients correspond to C1 = ⟨0j ,0j+1∣Ĥeff∣0j ,0j+1⟩, C2 = ⟨1j ,1j+1∣Ĥeff∣1j ,1j+1⟩, C3 =
⟨0j ,1j+1∣Ĥeff∣1j ,0j+1⟩ = ⟨1j ,0j+1∣Ĥeff∣0j ,1j+1⟩, C±

4 = ⟨0j ,1j+1∣Ĥeff∣0j ,1j+1⟩ and C±

5 = ⟨1j ,0j+1∣Ĥeff∣1j ,0j+1⟩,
where the ’+’ corresponds to the case where j is odd, while the ’−’ to the case in which it is even. Notice
that the missing combinations, such as ⟨0j ,0j+1∣Ĥeff∣1j ,1j+1⟩, are zero; second-order tunneling process of
the type described by Eq. (F.7) with Eq. (F.4) cannot couple these states.
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with the parameters defined as:

λ ≈ −2t0t1
U01

, hz ≈
1

2
( t20
U00

− t21
U11

), λz ≈ −
1

2
( t20
U00

+ t21
U11

− t
2
0 + t21
U01

). (F.13)

Finally, the Hamiltonian given in Eq. (5.4) corresponds to the parameters of the optical
lattice such that λz = 0. Then, Ĥ is Ĥspin in a frame rotating with ω0

2 + hz.

F.3 Engineered dissipation

A detailed derivation of the dissipation scheme used in this chapter is found in Ref. [265]
and here we review the main conditions to implement it. The basic idea is to use laser
cooling techniques to engineer a tunable decay process from the first motional excited state
∣1⟩ to the motional ground state ∣0⟩. Laser cooling is essentially based on coupling some
relevant internal electronic transitions of the atoms with their motional degrees of freedom.
Then, under the appropriate resonance conditions, motional excitations are converted to
excitations of the electronic level structure that spontaneously decay to the ground state
emitting a photon into the electromagnetic environment in a short time scale, as compared
with the one characterizing the motional-electronic coupling [248]. Thus, in simple terms,
one can see it as a clever way to couple the hot motional degrees of freedom of the atoms
to the cold electromagnetic environment.

Engineered two-level system. An important technique to enhance the performance
and tunability of laser cooling is to couple the motional degrees of freedom to a dipole
forbidden transition between two ground states [255]. Precisely, this is an important
ingredient of the proposal of Ref. [265]. Hence, we consider that the relevant atoms
transitions form a ‘Λ’ three level system, in which there are two ground states, ∣g⟩ and
∣r⟩, and an excited state ∣e⟩ [255, 265]. Then, by means of weak off-resonant Raman
transitions, the excited state is adiabatically eliminated, leading to an effective two level
system with tunable decay rates composed by ∣g⟩ and ∣r⟩ [255, 265, 385]. This effective
two-level system is characterized by an effective Rabi frequency Ωeff, an effective detuning
δr, an effective decay rate Γ, and an effective dephasing rate γ, where the expression for
these parameters can be found in several references [255, 265, 385]. Using this engineered
two-level system, one is able to tune the relevant effective decay rate, Γ, and make it
much smaller than the characteristic frequency of the atomic motion, here ω0, enabling
the efficient suppression of unwanted heating processes [255], and thus enhancing laser
cooling.

Laser cooling in the Lamb-Dicke regime. A crucial assumption of Ref. [265] is that
the system works in the so-called Lamb-Dicke regime [248]. This is the regime in which the
motion of the atoms is well confined in a region small compared to the wavelength of the
cooling laser. This can be characterized by the dimensionless (if restoring h̵) Lamb-Dicke
parameter:

ηj =
h̵kl√
2Mω̃j

(F.14)

which takes small values in this regime ηj ≪ 1, where kl is the wavelength of the cooling
laser and M is the atomic mass. This condition ensures that the laser-mediated interaction
between the internal atomic transitions and the motion of the atoms is well described by
a first order series expansion in the Lamb-Dicke parameter of the full interaction term.
Physically, this means that multiphonon processes are strongly suppressed. Hence, the



F.4 Brief survey of parameter values 175

resulting effective interaction between atomic motion at site j and the engineered two-
level system at site j reads (in the appropriate rotating frame) [265]:

V̂j = Ωeffηj(σ̂+j + σ̂−j )(∣rj⟩⟨gj ∣ + ∣gj⟩⟨rj ∣), (F.15)

and the same for the other atoms in the chain. Notice that we are already incorporating
the fact that we have one atom per site and that the atoms are restricted to the ground
and first motional states, and thus we can model them through the pseudo-spin operators
defined in Eq. (F.11).

The parameters are then adjusted so that the two-level system resolves the motional
degrees of freedom, i.e. Γ+γ ≪ ω̃j [255, 265, 385]. Then, in the parameter regime in which
[265]:

ηj ∣Ωeff∣ ≪ Γ, γ, ∣δr ∣, ω̃j (F.16)

the internal and motional degrees of freedom are weakly coupled, while the dissipative
time-scale of the internal dynamics is much shorter than that induced by the weak coupling
of the interaction term Eq. (F.15). Therefore, one can adiabatically eliminate the internal
degrees of freedom obtaining an effective master equation just for the motional degrees
of freedom [248]. Notice that this type of derivation follows from similar approximations
as those used to derive a Born-Markov master equation, although the starting point is a
non-equilibrium system, as we have already commented in chapter 2. Then, proceeding
in this way for all the chain [265] we obtain the master equation:

d

dt
ρ̂ = −i[Ĥ, ρ̂] +∑

j

(2γ−j D[σ̂−j ] + 2γ+j D[σ̂+j ]), (F.17)

where the motional decay and absorption rates are given by:

γ±j = η2
jΩ

2
eff

Γ + γ
(Γ + γ)2 + (δr ± ω̃j)2

. (F.18)

Notice that, in order to suppress heating, the effective detuning should be tuned close to
the large mechanical energy, i.e. δr ∼ ω0, such that γ+j ≪ γ−j and the master equation given
in Eq. (5.5) can be recovered with γj = γ−j [265]. Further notice that we have neglected
the perturbative coherent renormalization of ω̃j induced by the elimination of the internal
degrees of freedom, as they scale with Ω2

effη
2
j , which in virtue of the hierarchy (F.16), are

small compared to the bare frequencies.
In these conditions, the dependence of the decay rate on the lattice site comes mainly

from the resonant frequency window of the Lorentzian, as differences between η2
1 and

η2
2 are of the order of ωj/ω0 ≪ 1. Defining ε = δr − ω0 ∼ ∣ωj ∣ (which can be positive

or negative), and by properly adjusting it, the decay rates can in general take staggered
values. Furthermore, besides implementing staggered decay rates by means of the effective
detuning (as described here), different approaches are also proposed in [265], as for example
by tuning the phase difference between two cooling lasers.

F.4 Brief survey of parameter values

We follow references [340, 341] to illustrate the values that the parameters of this system
can take. For sodium atoms in a blue detuned optical trap of wavelength λT = 514nm, the
recoil energy is ER = 2π×33kHz. Tuning the light intensity, the energy separation between
the two lowest energy motional states of the lattice can be fixed to ω0 ∼ 1MHz, which leads
to Ulm ∼ 40kHz and tl ∼ 4kHz (l,m = 0,1). In these conditions, the atomic chain is in the
MI regime with one atom per site. Moreover, according to Eq. (F.13), λ ∼ 0.8kHz which
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sets the order of magnitude of the small modulations ωj , as we take ωj ∼ λ in all chapter
5. Notice that this is consistent with the assumed hierarchy of parameters given in Eqs.
(F.5) and (F.6).

Considering possible uncontrolled sources of dissipation, we notice that in the MI
regime with one atom per site atom-atom collisions are strongly suppressed [340]. In
addition, for these parameter values, the rate of dissipation due to the optical potential can
be estimated to be of the order of 10−2Hz [341], and we neglect it. This last approximation
is consistent with the much larger values that we consider for the engineered decay rates,
γj , which accordingly, can be estimated to be in the range ∼ 1 − 40Hz.



APPENDIX G

Dynamics of the dissipative spin
chain

In this appendix we discuss how to diagonalize the spin Hamiltonian of chapter 5, as well
as how to obtain the eigenspectrum of the Liouvillian in the one excitation sector. We
also derive analytical expressions for the dynamics of different observables in this sector,
and we present some additional results supplementing the discussion presented in chapter
5.

G.1 Liouvillian spectrum

As it is shown in Ref. [346], the eigenvalues of the type of Liouvillian L considered

here, are prescribed linear combinations of those of the non-Hermitian Hamiltonian K̂ =
Ĥ−i∑Nj γj σ̂+j σ̂−j . In fact, as commented in the main text, the eigenvalues with the smallest

decay rates coincide with eigenvalues of K̂ and their complex conjugates. Thus in order
to characterize the long-time relaxation dynamics we need to diagonalize K̂. To do so we
use the Jordan-Wigner transformation to work with fermions instead of spins [347]:

σ̂zj = 2f̂ †
j f̂j − 1, σ̂+j = f̂ †

j e
iφ̂j , σ̂−j = f̂je−iφ̂j , φ̂j = π∑

l<j

n̂l, (G.1)

where f̂ †
j (f̂j), n̂j = f̂

†
j f̂j , are the creation (annihilation) and number fermionic operators

of site j. Then defining Ω1(2) = ω1(2) − iγ1(2), and using a notation that displays explicitly
the dimeric character of the chain, we obtain the fermionic non-Hermitian Hamiltonian:

K̂F =
N/2
∑
j=1

Ω1â
†
j âj +

N/2
∑
j=1

Ω2b̂
†
j b̂j

+
N/2
∑
j=2

λ(â†
j b̂j−1 +H.c) +

N/2
∑
j=1

λ(â†
j b̂j +H.c.),

(G.2)

where now â†
j(âj) and b̂†j(b̂j) are fermionic creation (annihilation) operators of site j and

its basis, respectively. The diagonalization of K̂F is accomplished in two steps: first we

177
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diagonalize the system assuming periodic boundary conditions, and later we combine the
obtained eigenstates to find the ones of the open boundary case. In the following we write
down the main results of each step.

G.1.1 Periodic boundary conditions

In this case the summation in the third term of Eq. (G.2) starts from j = 1, and the
boundary conditions imply that â0 = âN/2 and b̂0 = b̂N/2. We define M = N/2 and relabel
the index j to run from j = 0 to M − 1. Then exploiting translational invariance we define
the Fourier modes (denoted by k index):

âj =
1√
M
∑
k

âke
−i k

2 eikj , b̂j =
1√
M
∑
k

b̂ke
ikj , (G.3)

with k = 2πl/M and l = 0,1, . . . ,M − 1. Notice that we have anticipated the need of a
complex phase −k/2 in the expression for the âj ’s. These modes leave K̂F in a block-
diagonal form K̂F =⊕k K̂F (k) in which each block is given by:

K̂F (k) = (â†
k b̂

†
k)(

Ω1 2λ cos k2
2λ cos k2 Ω2

)(âk
b̂k

) . (G.4)

A sufficient but not necessary condition for this non-Hermitian matrix to be diagonalizable
is that it is not degenerate. Note that this is always fulfilled in the parameter region ω1 ≠ ω2

and ω1(2) > γ1(2). Then, the diagonalization is accomplished by means of an orthogonal
transformation defined as:

α̂k(α̂′k) = âk(â
†
k) cos θk − b̂k(b̂†k) sin θk,

β̂k(β̂′k) = âk(â
†
k) sin θk + b̂k(b̂†k) cos θk,

(G.5)

with

tan 2θk = −
4λ cos k2
Ω1 −Ω2

. (G.6)

Importantly as θk is complex, this orthogonal transformation is not unitary and hence
α̂′k(β̂′k) ≠ α̂†

k(β̂
†
k). Only in the case γ1 = γ2 = 0, θk becomes real and we recover the

standard operators. The eigenvalues of (G.4) are given by:

Ω±
k =

Ω1 +Ω2

2
± 1

2

√
(Ω1 −Ω2)2 + 16λ2 cos2

k

2
, (G.7)

with the k’s as above prescribed, and the correspondence of band ’+(−)’ to operator
α̂k(β̂k). An important characteristic of this spectrum is that under the transformation
l →M − l yields Ω±

kl
= Ω±

kM−l
and θkl = −θkM−l

. Indeed, part of the Fourier modes appear in
pairs of degenerate eigenvalues, here corresponding to the pairs with the k’s associated to
{l,M−l}. Besides the degenerate eigenmodes, there is the mode k = 0, and when M is even
there is also k = π. Notice that, although the spectrum is partially degenerate, the Fourier
modes for different k are linearly independent and hence the set of eigenvectors too, as it
is required for a matrix to be diagonalizable. Finally we write down the expression of α̂k
and β̂k in the site basis:

α̂k =
1√
M

M−1

∑
j=0

(âj cos θke
i k

2 − b̂j sin θk)e−ikj ,

β̂k =
1√
M

M−1

∑
j=0

(âj sin θke
i k

2 + b̂j cos θk)e−ikj .
(G.8)
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G.1.2 Open boundary conditions

In this case, we first consider a larger system of M ′ = 2M + 1 cells with periodic boundary
conditions and we take linear combinations of its degenerate eigenmodes, i.e. ûkl = x1α̂kl +
x2α̂kM ′−l

and v̂kl = y1β̂kl + y2β̂kM ′−l
, with l = 1,2, ...,M . By requiring ûkl(v̂kl) to be zero at

sites b0 and aM+1, we can obtain the eigenmodes of the open boundary case with M cells.
In particular the first condition is satisfied for any k if we take x1 = x2 and y1 = −y2, i.e.
we replace as usual the exponentials by sines. Then, we see that the sine modes have a
vanishing amplitude on aM+1 too, as it follows from the definition of the allowed k’s:

k = 2πl

N + 1
Ô⇒ sin[k(M + 1

2
)] = 0, (G.9)

with N = 2M . Hence the normalized eigenmodes read as:

ûk =
√

4

N + 1

M

∑
j=1

(âj cos θk sin [k(j − 1

2
)] − b̂j sin θk sin [kj]),

v̂k =
√

4

N + 1

M

∑
j=1

(âj sin θk sin [k(j − 1

2
)] + b̂j cos θk sin [kj]),

(G.10)

where the eigenvalues of ûk(v̂k)’s belong to the ’+(−)’ band. We can obtain û′k(v̂′k) by

replacing the operators âj(b̂j) by â†
j(b̂

†
j). Again, û′k(v̂′k) ≠ û†

k(v̂
†
k), except for the case

γ1(2) = 0, for the same reasons as before. Notice that this set of eigenvectors forms a
complete orthogonal basis, both for θk real and complex. Moreover, notice that, besides
the different notation (here N is the number of sites), the kind of Fourier transformation
that block-diagonalizes the open boundary case is the same as that discussed for the array
of harmonic oscillators in chapter 4, as both systems share a dimeric structure, i.e. unit
cells of two sites.

G.2 Dynamics in the one-excitation sector

In the one excitation sector, the phase φ̂j of the Jordan-Wigner transformation (G.1)
is zero. Then, fermionic and spin operators are equivalent, and the master equation in
the fermionic picture takes the same form as the spin one. f̂j(f̂ †

j ) denote the fermionic
annihilation (creation) operators, which in the one excitation sector are equivalent to the
spin coherences. Moreover, it is useful to use the following notation. In the site basis we
define f̂ †

j ∣0⟩ = ∣Fj⟩, and ⟨0∣f̂j = ⟨Fj ∣, while we use Eqs. (G.10) to define û′k(v̂′k)∣0⟩ = ∣Kl⟩,
and ⟨0∣ûk(v̂k) = ⟨K∗

l ∣, with l running from 1 to N and the first half belonging to the energy
band ’−’, while the other to the ’+’ band (as in chapter 5). ∣Kl⟩, ⟨K∗

l ∣ correspond to the

right and left eigenvectors of K̂F respectively. Notice that, as K̂F is represented by a
non-Hermitian symmetric matrix, the left eigenvectors are just the transpose of the right
ones, as the ’*’ indicates in the Bra-Ket notation. Moreover, ⟨K∗

l ∣Kl′⟩ = δl,l′ .

G.2.1 Exact time evolution

We now rewrite the master equation in the fermionic basis as ∂tρ̂ = −i(K̂F ρ̂ − ρ̂K̂†
F ) +

2∑j γj f̂j ρ̂f̂ †
j . Notice that in the one-excitation sector only density matrix terms of the

type ∣Fj⟩⟨Fj′ ∣, ∣Fj⟩⟨0∣ and ∣0⟩⟨Fj ∣ contribute to the expectation values we are interested
in. Moreover, in the one excitation sector, the jump part of the master equation does
not contribute to the time evolution of these quantities. Thus, we only need to consider
∂tρ̂ = K̂ρ̂, with K̂ρ̂ = −i(K̂F ρ̂ − ρ̂K̂†

F ). As K̂†
F is K̂F with Ω∗

1(2), its eigenvalues and
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eigenstates are obtained from Eq. (G.7) and (G.10) making the same replacement. Thus
the right and left eigenvectors of K̂†

F are ∣K∗
l ⟩ and ⟨Kl∣ respectively. Taking all these into

account, we can write:

K̂∣Kl⟩⟨Km∣ = [−i(νl − νm) − Γl − Γm]∣Kl⟩⟨Km∣,
K̂∣Kl⟩⟨0∣ = −(iνl + Γl)∣Kl⟩⟨0∣,
K̂∣0⟩⟨Km∣ = (iνm − Γm)∣0⟩⟨Km∣.

(G.11)

Defining the following projectors:

Pl,mρ̂(t) = (⟨K∗
l ∣ρ̂(t)∣K∗

m⟩)∣Kl⟩⟨Km∣,
Pl,0ρ̂(t) = (⟨K∗

l ∣ρ̂(t)∣0⟩)∣Kl⟩⟨0∣,
P0,mρ̂(t) = (⟨0∣ρ̂(t)∣K∗

m⟩)∣0⟩⟨Km∣,
(G.12)

we can write the time evolution of these density matrix projections as:

Pl,mρ̂(t) = Pl,mρ̂(0)e[−i(νl−νm)−Γl−Γm]t,

Pl,0ρ̂(t) = Pl,0ρ̂(0)e−(iνl+Γl)t,

P0,mρ̂(t) = P0,mρ̂(0)e(iνm−Γm)t.

(G.13)

Finally notice that the explicit form of the Liouvillian eigenmodes can be found general-
izing the two-spin results of Ref. [90] to k-dependent couplings.

G.2.2 Main results

We first write down the fermionic operators in the following way:

f̂j = ∣0⟩⟨Fj ∣, f̂ †
j = ∣Fj⟩⟨0∣, f †

j fj′ = ∣Fj⟩⟨Fj′ ∣. (G.14)

Then using these definitions and Eqs. (G.12) and (G.13), we can obtain the expressions
for the time evolution of the expected values presented in chapter 5. First we consider
⟨σ̂xj (t)⟩, with an initial condition ρ̂(0) = ∣Ψ0⟩⟨Ψ0∣. Hence:

⟨σ̂xj (t)⟩ = 2Re(Tr[f̂j ρ̂(t)])
= 2Re(Tr[f̂j∑

l

Pl,0ρ̂(t)]), (G.15)

which yields:

⟨σ̂xj (t)⟩ = 2Re(∑
l

ul(j)e−(iνl+Γl)t), (G.16)

with

ul(j) = ⟨K∗
l ∣Ψ0⟩⟨Ψ0∣0⟩⟨Fj ∣Kl⟩. (G.17)

Next we consider the correlation ⟨σ̂xj (t)σ̂xj′(t)⟩, which in the one excitation sector is given

by 2Re[⟨f̂ †
j (t)f̂j′(t)⟩]. Proceeding analogously, we find that:

Tr[f̂ †
j f̂j′ ρ̂(t)] = Tr[f̂ †

j f̂j′∑
l,m

Pl,mρ̂(t)], (G.18)

and hence:
⟨σ̂xj (t)σ̂xj′(t)⟩ = 2Re(∑

l,m

wl,m(j, j′)e[−i(νl−νm)−Γl−Γm]t), (G.19)
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Figure G.1: In all cases the parameters are fixed to N = 4, δ = 0.25ω1, λ = 0.3ω1 and γj/ωj = 0.05. Red
solid lines correspond to exact numerical results, blue dashed lines to the analytical expressions derived
in this section. (a) ⟨σ̂x1 (t)⟩, considering the initial condition ∣Ψ0⟩ = (∣0⟩ + ∣F2⟩)/

√
2. (b) Imaginary part of

⟨σ̂−1 (t)σ̂+2 (0)⟩. Notice that the real part of this quantity is the same as (a). (c) ⟨σ̂x1 (t)σ̂x2 (t)⟩, considering
the initial condition ∣Ψ0⟩ = (∣0⟩ + ∣F2⟩)/

√
2.

with:

wl,m(j, j′) = ⟨K∗
l ∣Ψ0⟩⟨Ψ0∣K∗

m⟩⟨Km∣Fj⟩⟨Fj′ ∣Kl⟩. (G.20)

Finally we consider the two time correlation function ⟨σ̂−j (τ)σ̂+j′(0)⟩ where 0 denotes an
arbitrary time origin in the stationary state (the vacuum). Using the formulas introduced
in chapter 2 (see also [59]), we know that this is equivalent to compute the time evolution
of ⟨σ̂−j (τ)⟩ with the initial condition σ̂+j′ ∣0⟩⟨0∣. Thus proceeding analogously as for (G.15),
we obtain:

⟨σ̂−j (τ)σ̂+j′(0)⟩ =∑
l

vl(j, j′)e−(iνl+Γl)τ , (G.21)

with

vl(j, j′) = ⟨K∗
l ∣Fj′⟩⟨Fj ∣Kl⟩. (G.22)

We also write down the Fourier transform of this correlation Sjj′(ν) studied in the main
text:

Sjj′(ν) = Re[∫
∞

0
dτe−iντ ⟨σ̂−j (τ)σ̂+j′(0)⟩]

=∑
l

ΓlRe[vl(j, j′)] + (ν + νl)Im[vl(j, j′)]
Γ2
l + (ν + νl)2

.
(G.23)

These equations are the results we use in the main text to compare and analyze different
synchronization measures. In Fig. G.1 we plot an example for each of these quantities,
comparing numerical trajectories with the analytical results as a consistency check, finding
that they agree.

G.3 Synchronization maps for various dissipation strengths

In this section we analyze the effects of varying γj/ωj over the emergence of spontaneous
synchronization for all the considered parameter region [Fig. 5.3(a)]. In Fig. G.2 we
plot the synchronization map for increasing values of the ratio γj/ωj , (a)-(d), from 0.005
to 0.05 respectively. Comparing these plots, we observe that the main difference is the
change in size of region II of synchronization (small λ and large δ), which diminishes
with the ratio γj/ωj . Indeed, the value of λ above which synchronization II is no longer
found diminishes strongly, while the range of δ for which there is synchronization does not
change significantly. Conversely, the other regions of the map do not change significantly
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Figure G.2: Map of mutual synchronization among all spin pairs CT (t) =∏i<j C⟨σ̂xi ⟩,⟨σ̂xj ⟩(t) at γ1t = 10 and

ω1∆t = 80, varying detuning and coupling strength, and with ∣Ψ(t = 0)⟩ = ∣ ⇓⟩/
√

2+ (∣ ↑2⟩+ ∣ ↑3⟩)/2. Strong
synchronization is found at the yellow (light color) regions I (intra-band synchronization) II (inter-band
synchronization) (CT ≥ 0.9). For all figures ω1 = 1, while in (a) γj/ωj = 0.005, in (b) γj/ωj = 0.01, in (c)
γj/ωj = 0.025 and in (d) γj/ωj = 0.05. (d) corresponds to Fig. 2(a) of the main text, and we have included
it to ease comparison.

when varying the dissipation strength. The decreasing size of region II is explained by
recalling the mechanism behind synchronization in this region. As we explain in the
main text, synchronization in region II emerges because the small difference between the
eigenfrequencies (νl’s) of the same band is blurred by the decay rates (Γl’s), resulting in
an effective two body behavior [Fig. 5.6 (d)]. When decreasing γj/ωj , the Γl’s become
smaller relative to the νl’s, and the dynamics of the system resolves better small frequency
differences. This implies that the effective two-body behavior will be lost for smaller values
of λ, hence hindering synchronization.



APPENDIX H

The harmonically driven quantum
van der Pol oscillator

In this appendix we introduce the physics of the driven QvdP oscillator. The analysis
of quantum entrainment phenomena in this system has been addressed mainly in Refs.
[67, 68, 363], while a discussion of its classical counterpart can be found in Refs. [42, 43].
Here, we will present and discuss some of the main results regarding the emergence of
entrainment in this system, complementing chapters 6 and 7. Moreover, we will follow
the same spirit of these chapters, i.e. that of trying to connect quantum synchronization
phenomena with other driven-dissipative phenomena, identifying some key questions and
results to be further investigated.

H.1 The model

The QvdP oscillator forced by a harmonic driving is modeled by the master equation (6.1)
with the following Hamiltonian:

Ĥ(t) = ω0â
†â + iF (âeiωdt − â†e−iωdt), (H.1)

where F is the strength of the forcing, and ωd its frequency. As for the squeezed QvdP
oscillator, we can eliminate the explicit time-dependence of the model by moving to a
rotating frame defined by the time-dependent unitary transform: Ût = exp(−iωdâ†ât). In
this frame the Hamiltonian reads:

Ĥ = ∆dâ
†â + iF (â − â†), (H.2)

where ∆d = ω0 − ωd, while the rest of the terms of the master equation (6.1) are the same
in both frames. From Eq. (H.2) we observe that the driving term breaks explicitly the
U(1) symmetry of the bare QvdP oscillator, and also the parity symmetry of the squeezed
one. In this case the model only displays a discrete time-translation symmetry of period
Td = 2π/ωd [see Eq. (H.1)] in the laboratory frame, which is not apparent when we move
to the rotating frame.

183



184 The harmonically driven quantum van der Pol oscillator

H.2 Classical entrainment

The mean-field equation governing the classical dynamics can be obtained proceeding as
in Sect. 6.2.2. Hence, defining α = ⟨â⟩ and factorizing higher-order moments from its
equation of motion, we obtain:

d

dt
α = −i∆dα +

γ1

2
α − γ2∣α∣2α − F. (H.3)

The bifurcation diagram given by the solution of Eq. (H.3) displays a richer phenomenol-
ogy than that of the squeezed vdP oscillator. A clear and concise introduction to its main
features can be found in Ref. [43]. It is convenient to define the amplitude R and phase
φ, such that α = Reiφ, which allow us to rewrite Eq. (H.3) as:

d

dt
R = [γ1

2
− γ2R

2]R − F cosφ,

d

dt
φ = −∆d +

F

R
sinφ,

(H.4)

It is insightful to compare Eq. (H.4) with the corresponding equations for the squeezed
case, i.e. Eq. (6.8). In the driven case, amplitude and phase are mutually coupled,
which is the source of the increased complexity of the bifurcation diagram that we have
commented. Nevertheless, we can still distinguish between two regimes: one in which
the stable attractor is a fixed point, and another in which is a limit cycle. The type of
bifurcation between the two regimes changes depending on the value of the detuning and
forcing in relation to the amplitude of the limit cycle. For small detunings we find an
infinite-period bifurcation, while for large detunings a Hopf bifurcation [43]. Hence, in
contrast to the squeezed case, the bifurcation diagram also depends on the ratio γ2/γ1

1.

The small detuning regime. In the small detuning and forcing scenario, we can make
the approximation that the amplitude of the limit cycle is constant during all the cycle
and equal to that of the bare vdP oscillator:

R(t) ≈ R̄ =
√

γ1

2γ2
. (H.5)

This allows us to make the phase dynamics independent of the amplitude dynamics, i.e.:

d

dt
φ ≈ −∆d +

F

R̄
sinφ. (H.6)

As it can be checked numerically, this is a reasonable approximation in the considered
regime, i.e. for

F /γ1, ∣∆d∣/γ1 ≪ R̄. (H.7)

Then, as in the squeezed case, this simplified dynamics for the phase enables us to obtain
approximate expressions for the small detuning and small forcing region of the bifurcation
diagram. In particular, the critical point is given by:

Fc ≈ ∣∆d∣R̄. (H.8)

For F < Fc, the stable attractor is a limit cycle whose approximate fundamental frequency
can be obtained from Eq. (H.6):

Ωd ≈ ∆d

√
1 − (F /Fc)2, (H.9)

1Notice that in this appendix, we will provide all parameters in terms of γ1, as we have done for the
squeezed case.
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and with an amplitude given approximately by Eq. (H.5). On the other hand, for F > Fc
the stable attractor is a fixed point whose amplitude and phase are more conveniently
determined numerically.

Let us now take another look to Eq. (H.8): we can see that as long as the detuning is
small, the limit-cycle regime will exist only for small forcing strengths as compared to R̄
since F < ∣∆d∣R̄, which is automatically consistent with the approximation of not taking
into account the effects of the driving on the amplitude of the limit cycle, i.e. Eq. (H.5).
Therefore, we can call this regime the small detuning regime without the need to explicitly
assume small values of F , as the limit cycle turns out to be present only for the small
ones.

The expression for Ωd [Eq. (H.9)] indicates that the bifurcation between these regimes
(for small detunings) corresponds to an infinite-period bifurcation, as in the squeezed case.
In fact, this feature is confirmed when numerically analyzing the exact equations, i.e. Eq.
(H.3) or (H.4), in which it is found that at the critical forcing strength the limit cycle
suddenly disappears giving birth to a pair of fixed points (one stable and one unstable)
through a saddle-node bifurcation [43]. This kind of bifurcation is also known as SNIC, or
saddle-node on the invariant circle, which also occurs in the squeezed case (with the birth
of two saddle-nodes), and which is dramatically different from the familiar supercritical
Hopf bifurcation route towards a limit cycle: in the latter a focus loses its stability (but it
does not disappear) and the amplitude of the limit cycle grows smoothly from zero [55];
while in the SNIC bifurcation the limit cycle is born with a non-zero amplitude and at
least a pair of fixed points disappears through a saddle-node.

Entrained regime. As in the case of the squeezed vdP oscillator, the fixed point regime
corresponds to the driven vdP oscillator being perfectly entrained by the forcing, while
the limit-cycle regime to the case in which there is no synchronization. Again, this can
be understood going back to the laboratory frame in which the fixed point oscillates
harmonically at a frequency ωd, while the limit cycle becomes a quasiperiodic trajectory
as Ωd and ωd are in general not commensurate. This mean-field diagram indicates that
in the entrained regime there is no discrete time-translation symmetry breaking, as the
system respects the periodicity of the driving. On the other hand, in the unentrained
regime this symmetry is broken continuously, at least at the mean-field level. This is
discussed in more general terms in the concluding remarks of chapter 7.

H.3 Signatures of quantum entrainment

Here we present the main signatures of entrainment in the quantum regime. The emergence
of entrainment is manifested in the Wigner distribution of the stationary state as well as
in the emission and power spectra, as first reported in Refs. [67, 68].

Signatures of entrainment in the Wigner distribution. In Fig. H.1 we plot the
Wigner representation of the stationary state of the driven QvdP oscillator for three
different values of the forcing strength. Panel (a) corresponds to the bare QvdP oscillator
with F /γ1 = 0, in which the stationary state displays a symmetric ring-like shape. This
is the signature of a limit-cycle regime in which all (oscillation) phases are equivalent.
If the forcing strength is increased a bit, one still finds a ring-like shape [see panel (b)];
however, due to the non-zero forcing the system starts to display some phase-preference.
Finally, further increasing the forcing strength, the Wigner distribution begins to display
a localized lobe, as shown in panel (c), indicating the emergence of a preferred phase. In



186 The harmonically driven quantum van der Pol oscillator

-5 -2.5 0 2.5 5

Re[α]

-5

-2.5

0

2.5

5

Im
[α

]
(a)

0

0.024

-5 -2.5 0 2.5 5

Re[α]

-5

-2.5

0

2.5

5
(b)

0

0.04

-5 -2.5 0 2.5 5

Re[α]

-5

-2.5

0

2.5

5
(c)

0

0.09

Figure H.1: In color: Wigner representation of the stationary state, Wss(α,α∗) (see appendix A), for (a)
F /γ1 = 0, (b) F /γ1 = 0.15, (c) F /γ1 = 0.5. In all cases ∆d/γ1 = 0.1 and γ2/γ1 = 0.1.

contrast to the squeezed QvdP oscillator (see chapter 6) there is no phase multistability,
and thus, the Wigner distribution just displays a single localized lobe.

Signatures of entrainment in the emission/power spectrum. As we have seen,
the stationary Wigner distribution provides us with hints on the nature of the stable
attractor: i.e. whether it is a limit cycle [e.g. Fig. H.1 (a)], a single fixed point [e.g. Fig.
H.1 (b)], or bistable fixed points (e.g. Fig. 6.3). However, this is essentially a static (time-
independent) quantity, and thus, we cannot use it to characterize important dynamical
aspects of the system, as which is the dominant frequency. This is a limitation for the
study of quantum synchronization, and for this reason in Ref. [68] it was proposed to
complement the study of the Wigner distribution with other dynamical quantities such as
the emission and power spectra, which allow one to analyze how the dominant frequency
in the system changes as this becomes entrained by the external forcing.

In Fig. H.2 (a) we plot the emission spectrum for fixed forcing strength and for three
different detunings. This quantity is defined as:

S(ω) = ∫
∞

−∞
dτe−iωτ ⟨â†(τ)â(0)⟩ss. (H.10)

Importantly, a non-zero forcing strength breaks the U(1) symmetry of this model, which
makes the system display a non-zero stationary amplitude ⟨â⟩ss ≠ 0. This contrasts with
the squeezed QvdP oscillator case (see chapter 6), in which parity symmetry implies that
⟨â⟩ss = 0. This explains why in Fig. H.2 (a) there are delta peaks at the frequency of
the driving (ω/γ1 = 0 in the rotating frame), while in the squeezed case there are not (see
Fig. 6.5), as it can be understood from the eigendecomposition of the relevant two-time
correlations [see Eq. (2.57)]:

⟨â†(τ)â(0)⟩ss = ∣⟨â⟩ss∣2 +∑
j≥1

Tr[σ̂†
j(âρ̂ss)]Tr[â†ρ̂j]eλjτ , (H.11)

where the first term gives a delta peak when Fourier transformed. These delta peaks are
in in some contexts known as the coherent part of the emission spectrum [59]. While its
incoherent part or power spectrum is defined as2:

Sinc(ω) = ∫
∞

−∞
dτe−iωτ [⟨â†(τ)â(0)⟩ss − ⟨â†(τ)⟩ss⟨â⟩ss], (H.12)

which is made up of the contribution of all modes with Re[λ]j ≠ 0 and corresponds to
the spectra in Fig. H.2 (a) besides the delta peaks. Notice that in some of the references

2As commented in chapter 6 for the squeezed QvdP oscillator both spectra are equivalent.
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Figure H.2: (a) Emission spectrum for γ2/γ1 = 0.1, F /γ1 = 1. Colored markers correspond to ωobs/∆d =
(0.062,0.867,0.96) for the three considered detunings ∆d/γ1 = (0.1,0.6,1), following the same color code
indicated in the legend. (b) Observed frequency (i.e. frequency of the maximum of the incoherent spectrum)
for γ2/γ1 = 0.1 and ∆d/γ1 = 0.1.

about the driven QvdP oscillator [68, 166] the incoherent spectrum is plotted directly,
without a detailed discussion of the possible appearance of delta peaks when considering
the coherent spectrum and their interpretation.

As explained in chapters 1 and 6, the observed frequency, defined as

ωobs = argmax[Sinc(ω)], (H.13)

constitutes a useful indicator to assess the emergence of entrainment [68, 361]. In fact,
from Fig. H.2 (a) we observe that when decreasing the detuning for a fixed forcing
strength, the ratio of the observed frequency over the detuning decreases, i.e. ωobs/∆d =
(0.062,0.867,0.96) for ∆d/γ1 = (0.1,0.6,1) and F /γ1 = 1, indicating that the system be-
comes entrained. Conversely, if we fix the detuning while increasing the forcing strength
[see H.2 (b)], ωobs/∆d goes from one to a value close to zero, also indicating the emer-
gence of entrainment. This is analogous to what we have observed in the squeezed QvdP
oscillator case when it becomes entrained (see Fig. 6.6).

Now that we have reported the emergence of entrainment, it is interesting to briefly
comment on some particular aspects of the emission spectra of Fig. H.2 (a) and the
observed frequency of panel (b), whose explanation will be discussed in Sec. H.5 in which
the fluctuation dynamics in the entrained regime is studied in terms of a linearized master
equation. In particular, from panel (a) we observe that as the system becomes entrained,
the width of the Lorentzian-like lineshape increases, while its height diminishes. On the
other hand, the height of the delta peak displays the opposite trend and increases as the
detuning is diminished. For the observed frequency [Fig. H.2 (b)], we find that for large
forcing strengths it diminishes very slowly. Both of these are in contrast with the case of
the squeezed QvdP oscillator in which the linewidth of the main resonance of the emission
spectrum diminishes as the system becomes entrainment, while the observed frequency
tends faster to zero than for the driven case (see Figs. 6.5 and 6.6). The origin of these
differences will be discussed in more detail in Sect. H.5 and H.6.

H.4 Infinite-excitation limit

We now discuss the infinite-excitation limit of this model. The way to perform this limit
for the driven QvdP oscillator is similar to that for the squeezed case. As explained
in Sect. 7.2, this essentially consists in a small non-linearity per boson limit in which
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N = (γ2/γ1)−1 →∞. However, as we shall see, for the driven QvdP oscillator an additional
step needs to be taken into account in other to perform this limit correctly. This can be
understood analyzing the equation of motion for ⟨â⟩ under the scaling transformation:

ˆ̃a = â/
√
N, ˆ̃a† = â†/

√
N, (H.14)

and rewriting in dimensionless parameters in terms of γ1 for convenience:

d

d(γ1t)
⟨ˆ̃a⟩ = −i(∆d/γ1)⟨ˆ̃a⟩ +

1

2
⟨ˆ̃a⟩ − ⟨ˆ̃a†ˆ̃a2⟩ − (F /γ1)√

N
. (H.15)

Hence, from Eq. (H.15) we find that if the infinite-excitation limit just consists in taking
the limit N →∞, then the driving term will be ’scaled out’ of the model (i.e. vanish), and
we will recover the physics of the bare van der Pol oscillator. This is clearly an unwanted
side effect, which suggests that besides the limit (γ2/γ1) → 0, we need to perform an
additional step.

The small non-linearity per boson limit with constant amplitude/driving ratio.
Our problem is solved by rescaling the driving strength in the following way:

F =
√
NF̃ . (H.16)

Therefore, the infinite-excitation limit corresponds to a limit in which the non-linearity
per boson becomes vanishingly small while the ratio of driving strength and amplitude
remains constant. As we will see, the results obtained with the master equation in this
limit tend to the results of the rescaled mean-field equation:

d

d(γ1)
α̃ = −i(∆d/γ1)α̃ +

1

2
α̃ − ∣α̃∣2α̃ − (F̃ /γ1), (H.17)

obtained by replacing ⟨ˆ̃a⟩ for α̃ and factorizing higher-order moments. At this point, it
can be insightful to compare Eq. (H.17) with the corresponding one for the squeezed case,
i.e. Eq. (7.3): In the squeezed case there is no need to rescale η with

√
N since the forcing

term is parametric, i.e. it is paired with an amplitude term, (η/γ1)α∗, which ensures that
as N →∞ it is not ’scaled out’ of the model.

Numerical results. We now compare the results obtained from the master equation as
the infinite-excitation limit is approached with the results obtained from the mean-field
equation (H.17). Let us recall how this limit is implemented in practice: i) express all the
parameters in terms of γ1 and keep this one fixed; ii) implement the master equation with
the properly scaled parameters, i.e. replace (γ2/γ1) by 1/N , and (F /γ1) by

√
N(F̃ /γ1);

iii) analyze the results for increasing values of N .
In Fig. H.3 we compare the results computed from the stationary state of the master

equation for increasing N with the results obtained from the (properly averaged) mean-
field equation (H.17). Actually, as we are considering two limits in the following order:

lim
N→∞

⟨Ô⟩ss = lim
N→∞

lim
t→∞

Tr[Ôρ̂(t)], (H.18)

the quantum results tend to the properly averaged mean-field results, as in the squeezed
case (see Sect. 7.2). That is, in the limit-cycle phase the quantum results tend to the mean-
field ones averaged over a period. While in the fixed point phase, as there is no bistability,
there is no need to average over multiple mean-field solutions, and the quantum results
tend to the bare mean-field ones. From Fig. (H.3) we can clearly see how the quantum
results approach the mean-field physics as N is increased. As in the squeezed case (see
Fig. 7.1), the larger discrepancies are found near the bifurcation in which the mean-field
non-analytic behavior is smoothed out by finite-excitation effects.
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Figure H.3: (a) Solid line ∣α̃∣2, points ⟨â†â⟩ss/N . (b) Imaginary part of α̃, and ⟨â⟩ss/
√
N . In both panels

∆d/γ1 = 0.1. As N increases the points approach the mean-field solution, although the sharpest aspects
of the transition are smoothed out. Notice that the mean-field results in the limit-cycle phase have been
averaged over a period.

The small detuning regime. As we have seen in Sect. H.2, in the region of small de-
tunings strength some approximate analytical results can be obtained. More importantly,
in this parameter region the bifurcation between the entrained and unentrained regimes
corresponds to an infinite-period bifurcation of the same type as that of the squeezed
vdP oscillator. This allows us to explore the emergence of the same type of bifurcation
from two different quantum systems. For the dimensionless and rescaled mean-field equa-
tion (H.17), the condition of validity for the crucial approximation of making the phase
dynamics amplitude-independent [i.e. Eqs. (H.6) and (H.7)] becomes:

F̃ /γ1,∆d/γ1 ≪
√

1

2
, (H.19)

since R̄ =
√

1/2. Moreover, the bifurcation point is now located at:

F̃c ≈ ∣∆d∣
√

1

2
, (H.20)

while the fundamental frequency of the limit cycle reads:

(Ωd/γ1) ≈ (∆d/γ1)
√

1 − (F̃ /F̃c)2. (H.21)

In this sense, the results of Fig. H.3 are computed for ∆d/γ1 = 0.1, and hence they might
still be accurately captured by these expressions. In particular, a first observation from
panel (a) is that the averaged squared amplitude is approximately ≈ 0.5, as expected.
However, as the bifurcation is approached the amplitude displays a small modulation with
F̃ , which indicates that the approximation of assuming a constant average amplitude is
not perfect. On the other hand, the bifurcation is numerically found [e.g. as indicated by
the cusp in Fig. H.3 (a)] to occur at F̃c/γ1 = 0.0704, which is very close to the predicted
value given by Eq. (H.20), i.e. F̃c/γ1 ≈ 0.0707.

H.5 Fluctuation dynamics in the entrained regime

In the driven vdP oscillator, the entrained regime corresponds to a unique fixed point
attractor in the rotating frame. As we shall see, this allows us to understand the fluctuation
dynamics in this regime (and for large N) in terms of the linearized dynamics around this
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attractor [363]. This is a huge advantage in comparison with the cases in which the stable
attractor is a limit cycle (e.g. appendix J) or multistable fixed points (e.g. chapter 6),
in which such a linearization procedure finds difficulties: in the limit-cycle case one has
to deal with the free phase, i.e. a degree of freedom which is neither stable nor unstable;
while in the multistability case one has to deal with fluctuations that make the system
jump from one attractor to the another (as in the squeezed case), an effect completely
missed if one linearizes the dynamics around each of the fixed points. The advantage of
this linearization procedure is that it yields a quadratic master equation for the dynamics
of the fluctuations, which is easier to handle than the full non-linear model, and from
which we can obtain closed expressions for many important quantities. As we shall see,
the accuracy of the linearized model increases with N . Hence, as the infinite-excitation
limit is approached, the dynamics of the full quantum model is well understood by the
mean-field dynamics supplemented by the fluctuations governed by a quadratic master
equation.

Derivation of the linear fluctuation master equation. The main assumption of
this approach is that, for F > Fc, the amplitude of the system can be decomposed into a
large coherent mean-field component plus a small fluctuation term, i.e.:

â = αss + d̂ (H.22)

where the complex amplitude corresponds to that of the stable fixed point of Eq. (H.3)
and thus satisfies:

0 = −i∆αss +
γ1

2
αss − γ2∣αss∣2αss − F (H.23)

as well as the stability condition, i.e. limt→∞ α(t) = αss. Instead, the fluctuation operator
d̂ corresponds to a bosonic mode obeying the linearized master equation. This is obtained
inserting the definition (H.22) into the full master equation of the system, i.e. Eq. (6.1)
with Hamiltonian (H.2), and neglecting all terms with more than two fluctuation operators,
while making use of the fact that αss satisfies Eq. (H.23). Then, we arrive at:

d

dt
ρ̂d = −i[Ĥd, ρ̂d] + γ1D[d̂†]ρ̂d + γ↓D[d̂]ρ̂d, (H.24)

with
Ĥd = ∆dd̂

†d̂ + i(η∗d d̂2 − ηdd̂†2) (H.25)

as first obtained in Ref. [363]. Notice that there are no terms linear in d̂ as these can
be grouped in a term proportional to the right-hand side of Eq. (H.23), and thus vanish.
The new parameters are defined as:

γ↓ = 4γ2∣αss∣2 = 4γ1∣α̃ss∣2, ηd =
γ2

2
α2
ss =

γ1

2
α̃2
ss, (H.26)

where α̃ss is the amplitude of the stable fixed point of Eq. (H.17). We have rewritten the
parameters in terms of this scaled amplitude to highlight the fact that the dynamics of d̂
is independent of N = (γ2/γ1)−1. In this sense, we can also rewrite Eq. (H.22) as:

â =
√
Nα̃ss + d̂, (H.27)

which illustrates that, in the linearization approach, the noiseless mean-field contribution
is of order ∼ O(

√
N), and thus much larger than that of the fluctuation term, presumably

of order ∼ O(1) (as its dynamics is independent of N). This provides a nice perspective
on why the ’mean-field law’ emerges from the quantum model as N →∞. Moreover, this√
N enhancement of the mean-field contribution over the contribution of the fluctuations

is also found in other quantum-optical systems3 after a system-size expansion [59].

3In these other systems the particular expression of N might be different, however, the infinite-excitation
limit also involves N →∞.
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Fluctuation dynamics and power spectrum. As anticipated, the linearized model
given by Eqs. (H.24) and (H.25) is bilinear in the fluctuation operators. Moreover, it is
parity symmetric. From these two observations we deduce that the stationary state of
the fluctuation master equation obey Gaussian statistics with zero mean, i.e. ⟨d̂⟩ss = 0.
Therefore, in the linearization approach, the incoherent part of the emission spectrum, or
power spectrum, is only determined by the fluctuation dynamics:

Sinc(ω) = ∫
∞

−∞
dτe−iωτ [⟨â†(τ)â(0)⟩ss − ⟨â†(τ)⟩ss⟨â⟩ss]

= ∫
∞

−∞
dτe−iωτ ⟨d̂†(τ)d̂(0)⟩ss,

(H.28)

where the second equality follows from inserting the definition (H.22) and ⟨d̂⟩ss = 0. Notice
that the contribution of the coherent noiseless amplitude αss in â is behind the delta
peaks of the emission spectrum, reported in Fig. H.2 (a), and which we have removed by
considering the incoherent spectrum. From the quantum regression theorem (see chapter
2) it follows that the fluctuation two-time correlations are described by:

d

dτ
⟨d̂†(τ)d̂(0)⟩ss = [i∆d −

(γ↓ − γ1)
2

]⟨d̂†(τ)d̂(0)⟩ss − 2η∗d⟨d̂(τ)d̂(0)⟩ss,

d

dτ
⟨d̂(τ)d̂(0)⟩ss = −[i∆d +

(γ↓ − γ1)
2

]⟨d̂(τ)d̂(0)⟩ss − 2ηd⟨d̂†(τ)d̂(0)⟩ss,
(H.29)

where the initial conditions are ⟨d̂†d̂⟩ss and ⟨d̂2⟩ss. While the system of equations (H.29)
can be analytically solved, the resulting expressions are too cumbersome to provide insight
and we will not report them here. On the other hand, it is enough to state the general
form of the relevant two-time correlation:

⟨d̂†(τ)d̂(0)⟩ss = c+e−λ+τ + c−e−λ−τ , (H.30)

where the coefficients c± depend on the parameters of the system, and the eigenvalues
read:

λ±/γ1 =
1

2
− 2∣α̃ss∣2 ±

√
∣α̃∣4ss − (∆d/γ1)2. (H.31)

For small detunings, the term inside the square root is always positive, as the squared
amplitude typically grows with F̃ and thus it takes larger values than those for the limit
cycle [see Fig. H.3 (a)], while ∆d is assumed to be much smaller than the amplitude of the
cycle [see Eq. (H.19)]. Hence, in the small detuning regime, λ± are always real and the
dynamics of the fluctuations is overdamped. On the other hand, for large detunings and
near the bifurcation (where ∣α̃ss∣2 takes the smallest values), the eigenvalues can become
complex-valued, and the fluctuation dynamics become underdamped [363]. This is the
regime in which Ref. [363] focused, and it is a precursor of the eventual Hopf bifurcation
through which the fixed point attractor losses its stability for large detunings, as we have
anticipated before.

Universal asymptotic behavior of the observed frequency. In Fig. H.4 we com-
pare the observed frequency computed with the full quantum model (color-broken lines)
and that computed with the linearized model (black-solid line). The results for the lin-
earized model are shown for F̃ > F̃c. We observe that the linearized model captures
accurately the behavior of the observed frequency in the entrained regime. Indeed, in-
creasing N , the results of the full quantum model converge to those of the linearized
model for smaller F̃ . We recall that the results of the linearized model are independent
of N . Hence, the asymptotic behavior of the observed frequency is universal, in the sense
that the curves for different N eventually converge to the N -independent results. This
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Figure H.4: (a) Color-broken lines: ratio of the observed frequency and the detuning ωobs/∆d computed
from the full quantum model [Eq. (6.1) and (H.2)] for different values of N and varying F̃ . Black-solid
line: observed frequency computed from the linear master equation [Eq. (H.24) and (H.25)] above the
critical point F̃c. (b) Region of panel (a) of small observed frequency and in linear scale. The legend is
shared by the two panels, and in both cases ∆d/γ1 = 0.1.

essentially means that for large enough F̃ , the number of excitations in the driven QvdP
oscillator becomes sufficiently large so that the description in terms of a mean-field am-
plitude plus a fluctuation term [i.e. Eq. (H.22)] captures accurately the physics of the
system.

At this point, it is worth commenting that for the detuning considered in Fig. H.4, the
eigenvalues λ± are real-valued. Then, the following question arises: if the power spectrum
corresponds to the Fourier transform of a function made of two exponential decays (i.e. Eq.
(H.30) with real λ±), why is the observed frequency shifted from zero? Mathematically,
the answer is rooted in the fact that the coefficients c± are complex valued4, while the
following identity holds:

Sinc(ω) = ∫
∞

−∞
dτe−iωτ ⟨d̂†(τ)d̂(0)⟩ss

= 2Re[∫
∞

0
dτe−iωτ ⟨d̂†(τ)d̂(0)⟩ss],

(H.32)

which follows from the fact that two-time correlations in the stationary state only de-
pend on the difference of time arguments, τ , and on the operator ordering (i.e. if
⟨d̂†(t1)d̂(t2)⟩ss, on whether t1 > t2 or t2 > t1 with τ = ∣t1 − t2∣, see chapter 2 or [59]),
and thus: ⟨d̂†(−τ)d̂(0)⟩ss = ⟨d̂†(0)d̂(τ)⟩ss = (⟨d̂†(τ)d̂(0)⟩ss)∗5. Physically, this is the same
kind of interference effect found in chapters 4 and 5, in which the presence of multiple
’eigendecay channels’ leads to an asymmetric lineshape, or even to transparency windows.

Behavior of the Liouvillian gap. In Fig. H.5 we compare the real part of the leading
eigenvalue for the full quantum model (color points), i.e. Re[λ1], with the corresponding
one for the linearized model (solid lines), which is Re[λ+] given in Eq. (H.31). For the
small values of the detuning considered in Fig. H.5, λ+ is real-valued. In panel (a) we
can see that, for a fixed detuning (∆d/γ1 = 0.1), the results for the full quantum model
converge progressively to those of the linearized model as N and F̃ /γ1 increase. In panel

4Notice that c± can be complex-valued; however, their sum is constraint to be real-valued and to satisfy
c+ + c− = ⟨d̂†d̂⟩ss, since the solution of the system of equations (H.29) is constraint to satisfy the initial
condition ⟨d̂†(τ = 0)d̂⟩ss = ⟨d̂†d̂⟩ss.

5Therefore, the formal expression for the incoherent spectrum is: Sinc(ω) = 2[(R+∣λ+∣+I+ω)/(ω2+λ2
+)+

(R−∣λ−∣ + I−ω)/(ω2 + λ2
−)], with R± = Re[c±] and I± = Im[c±]. This expression is not generally peaked at

ω = 0, as in the case I± = 0.
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Figure H.5: (a) Color points: Re[λ1/γ1] computed from the full quantum model for various N and for
∆d/γ1 = 0.1. Black-solid line: λ+ as given in Eq. (H.31) for the same detuning. (b) Color points Re[λ1/γ1]
computed from the full quantum model for various detunings ∆d/γ1 and N = 40. In color-solid lines we
have plotted the corresponding λ+ for each of the detunings (with the same color code as for the points).

(b) we fix N = 40 and we plot three different detunings, for which we observe the same
agreement with the linear results as the forcing strength increases. Importantly, we find
that for small detunings, λ+ = 0 at the classical bifurcation point, i.e. the linearized
model (H.24) displays a Liouvillian gap closure at F̃c. In contrast, for large detunings,
λ+ becomes complex-valued near the bifurcation, and only Re[λ+] = 0 at the classical
bifurcation point, while Im[λ+] ≠ 0 [363].

Interestingly, the behavior of λ1 as computed from the full quantum model displays a
crossover between two regimes as the forcing strength is progressively increased: at first,
it displays the typical behavior of the limit-cycle regime, i.e. it does not vary significantly
with F̃ while it diminishes with N (see panel (a) and compare with the results of chapter 7
and appendix J); instead, as the forcing strength is increased, it progressively turns to the
behavior of the fixed point regime, as captured by λ+. Notice that the full quantum model
displays an EP at F̃EP > F̃c, in which λ1 become complex-valued for F̃ < F̃EP (for the
cases considered in Fig. H.5 the EP lies in the range 0.2 > F̃EP /γ1 > F̃c/γ1). Moreover, it
turns out that F̃EP approaches F̃c as N is increased (not shown), which rises the question
on whether the EP and the classical bifurcation point are also intimately related in the
case of the driven QvdP oscillator (as for the squeezed QvdP oscillator, see chapter 7).

Finally, it is also interesting to comment that the leading decay rate, Γ1 = ∣Re[λ1]∣,
increases with F̃ , i.e. as the system becomes more entrained the decay rates of the fluc-
tuations become larger. This also manifests as the fact that for a fixed F̃ > F̃c, decreasing
the detuning results in larger ∣λ+∣ [see Fig H.5 panel (b)]. Indeed, this explains what we
have observed in Fig. H.2 (a), i.e. that as the system becomes entrained the width of the
incoherent lineshape becomes larger while its height diminishes.

H.6 Discussion and outlook: DPT and time-crystals?

In this appendix, we have analyzed the entrainment dynamics of the driven QvdP oscilla-
tor and we have reviewed the main signatures of this phenomenon in the quantum regime.
An important result is that the entrained regime corresponds to a single fixed point at-
tractor in the rotating frame. As a consequence, and as the infinite-excitation limit is
approached, the entrainment dynamics becomes accurately described by the mean-field
model supplemented by fluctuations that follow a linearized quadratic master equation,
i.e. Gaussian fluctuations.
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Entrainment and fluctuations, driven vs squeezed QvdP oscillator. For small
detunings, the fluctuations in the driven QvdP oscillator follow an overdamped dynamics
in which the characteristic decay rates increase as the system deepens into the entrained
regime (i.e. when decreasing the detuning with a fixed forcing, or when increasing the
forcing with a fixed detuning). Physically, this can be interpreted as the fixed point attrac-
tor becoming more stable, i.e. the fluctuations around the mean-field noiseless amplitude
decay faster. Moreover, this manifests in the emission spectra in which we find that
the Lorentzian-lineshape associated to the fluctuations becomes wider and shorter, while
the delta peak associated to the coherent amplitude increases its height. The increasing
linewidth of the incoherent spectrum has been reported previously [166], and as commented
in chapter 6, it contrasts with what happens in the squeezed QvdP oscillator, in which
as the system becomes entrained the linewidth diminishes. As discussed in chapter 6,
this is rooted in the different physical origin of the dominant fluctuation mode in the two
cases: here, this describes the fluctuations around a single fixed point attractor, which
decay faster as the system becomes entrained; while in the squeezed QvdP oscillator, this
describes the jumps between the two possible phases, which become less frequent as the
system becomes entrained. Therefore, despite these particular differences in the underly-
ing fluctuation dynamics (and their manifestation in the emission spectra), we find that
in both cases the emergence of entrainment has the same general implication: the impor-
tance of the coherent response of the system is enhanced, while the effects of the (different)
incoherent process caused by fluctuations become suppressed.

Outlook. Finally, we identify some questions that remain open and that would be in-
teresting to address in future work, in order to further explore the relation between syn-
chronization and driven-dissipative phenomena:

i) Which is the role of the EP involving λ1,2 in this system? We have briefly commented
that the full quantum model displays an EP, and that F̃EP seems to approach F̃c when
increasing N . For small detunings, this seems to be in agreement with the case of
the squeezed QvdP oscillator (see chapter 7), which might indicate that this is the
Liouvillian spectral signature of a SNIC bifurcation. However, for large detunings, the
driven QvdP oscillator displays a different kind of bifurcation (a Hopf bifurcation).
Then, what happens to this EP and how can this be interpreted?

ii) The closure of the Liouvillian gap for small detunings in the linearized model seems
to indicate that the system displays a DPT at the synchronization transition (at least
for small detunings). However, in stark contrast to the squeezed QvdP oscillator case,
this gap closure seems to occur just at the critical point and not in a whole region,
which can make it more difficult to observe in the full model. Can we confirm this gap
closure studying the Liouvillian gap for the full model?

iii) Does the limit-cycle regime of this model correspond to a continuous time-crystal?
The mean-field seems to indicate so, while in appendix J we find that the case for F = 0
is a continuous time-crystal. Moreover, the results of Fig. H.5 (a) for different N and
small F seem to support the affirmative answer. Can we confirm this with a detailed
finite-size analysis?

iv) Are there some universal critical behavior associated to the SNIC bifurcation that
can be unveiled studying the driven and the squeezed QvdP oscillator? This could
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be a common set of exponents characterizing how the EP approaches the bifurcation
point, or how the fundamental decay rates in the limit-cycle phase vanish. Moreover,
this would build up with recent work, as Ref. [136], in which the critical properties of
DPTs are studied in search for genuine non-equilibrium universality classes.
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APPENDIX I

Metastable dynamics

In this appendix we present some technical discussions and details supplementing chapter
6. We first write down the expression for one-time and two-time expectations using the
Liouvillian formalism for the case of the squeezed QvdP oscillator. We later present
some additional details in the formalism of quantum metastability [162, 354]. We end up
discussing the classical stochastic dynamics of a two state process.

I.1 Expectation values in the Liouvillian formalism

Here, we recall some results of the eigenmode decomposition of the dynamics (see chapter
2). Notice that except for spectral singularities [209], the Liouvillian eigenmatrices form
a biorthogonal basis that can be normalized by means of the Hilbert-Schmidt product:
Tr[σ̂†

j ρ̂k] = δjk. Moreover, in case the real part of the eigenvalues is negative, the corre-
sponding eigenmodes are traceless, and hence they are not physical states [35]. In this case
we can choose whether to rescale σ̂†

j or ρ̂j freely, as long as they satisfy the normalization
condition.

Then, away from EPs, we can use Eq. (6.5) to decompose the state of the system
at any time. Recall that by taking the trace over a given operator we can obtain the
dynamics of its expected values (see chapter 2). In particular for the amplitude dynamics
we obtain:

⟨â(t)⟩ =∑
j≥1

Tr[σ̂†
j ρ̂(0)]Tr[âρ̂j]eλjt. (I.1)

Here, we have used the fact that the Liouvillian displays a parity symmetry, and thus
the eigenmodes are either parity symmetric or parity antisymmetric, and the stationary
state is parity symmetric. In fact, it follows that for operators with a given symmetry,
only eigenmodes with the same symmetry contribute to their dynamics. For the particular
case of the amplitude only parity antisymmetric eigenmodes contribute to the sum, as
Tr[âρ̂j] = 0 is identically zero if Z2ρ̂j = ρ̂j , which implies ⟨â⟩ss = 0. Notice that this is also
the case for the amplitude two-time correlations calculated in the stationary state:

⟨â†(τ)â(0)⟩ss =∑
j≥1

Tr[σ̂†
j âρ̂ss]Tr[â†ρ̂j]eλjτ , (I.2)
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which follows from ⟨â†(τ)â(0)⟩ss = Tr[â†eLτ(âρ̂ss)] for τ ≥ 0 [59] (see also chapter 2), and
t = 0 denotes an arbitrary time-origin in the stationary state. Notice that in the absence
of parity symmetry there can be a non-zero contribution from j = 0 in Eq. (I.2), i.e. an
additional term that reads ⟨â†⟩ss⟨â⟩ss ≠ 0. Since λ0 = 0, this term is time-independent
and yields a Dirac delta when Fourier transformed. This contribution is known in some
contexts as the coherent part of the emission spectrum [59].

I.2 Metastable dynamics

I.2.1 Additional definitions and formal solution

As we have explained in the main text, the long-time dynamics of the system is restricted
to the so-called metastable manifold [162, 354]. Notice that since in the whole region in
which Γ1/Γ2 ≠ 1, λ1 is real, we find that σ̂1 and ρ̂1 are Hermitian. This property enables
to parametrize the metastable manifold in terms of the extreme metastable states (EMSs)
defined in Eq. (6.15), as well as the projectors on these states, defined by:

P̂1 =
1

∆c
(σ̂1 − cmin1), P̂2 =

1

∆c
(−σ̂1 + cmax1), (I.3)

with ∆c = cmax − cmin, while cmax and cmin are the maximum and minimum eigenvalues
of σ̂1

1. As commented, numerical analysis reveals that cmin = −cmax for the considered
regime, i.e. when Γ1/Γ2 < 1.

The projection of the initial state onto the metastable manifold can be decomposed as
the projection onto the EMSs:

P ρ̂(0) = Tr[P̂1ρ̂(0)]µ̂1 +Tr[P̂2ρ̂(0)]µ̂2. (I.4)

Importantly, we have that by construction:

P̂1,2 ≥ 0, P̂1 + P̂2 = 1 Tr[P̂iµ̂j] = δij . (I.5)

Moreover, we can define the expectation values:

p1(2)(t) = Tr[P̂1(2)ρ̂(t)] (I.6)

It follows that p1,2(t) are positive and they sum to one, as stated in chapter 6. Hence,
p1,2(t) can be interpreted as probabilities as stated in the main text. Notice that this is
only the case for the EMSs, as they form the only basis in which P̂1,2 are positive in all the
metastable manifold [162]. The long-time dynamics can be recasted in this basis leading
to Eq. (6.18), which in virtue of the properties of p1,2(t) can be interpreted as a stochastic
process [162]. Then the solution to this equation is:

p1(2)(t) =
p0

1(2)

2
(1 + e−Γ1t) +

p0
2(1)

2
(1 − e−Γ1t), (I.7)

where the initial conditions are given by the projection of the initial state onto the
metastable manifold in terms of the EMSs: p0

1(2) = Tr[P̂1(2)ρ̂(0)].

1Notice that from orthogonality Tr[σ̂1ρ̂ss] = 0 it follows that cmin ≤ 0, while since σ̂1 is Hermitian, it
follows that all its eigenvalues are real.
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Figure I.1: Colormaps: log10[D(µ̂1, µ̂
′

1)] varying γ2/γ1 and η/γ1. Panel (a) covers in detail the small values
of γ2/γ1 and η/γ1, while panel (b) displays a wider range of larger values. The regions in which Γ1 = Γ2, i.e.
for η ≤ ηEP have been colored in pale yellow. Green-dotted lines: contour indicating the EP for different
values of γ2/γ1. Red-dashed lines: contours indicating Γ1/Γ2 = 0.1.

I.2.2 Approximate metastable states

Finally, we compare the exact expressions for the EMSs, i.e. µ̂1 = ρ̂ss + cmaxρ̂1 with the
approximate ones, that we distinguish in this appendix with a prime, i.e.:

µ̂′1 = ρ̂ss + ρ̂1, µ̂′2 = ρ̂ss − ρ̂1. (I.8)

We do so by computing the trace distance between both, defined as

D(µ̂1, µ̂
′
1) =

1

2
Tr[

√
(µ̂1 − µ̂′1)†(µ̂1 − µ̂′1)], (I.9)

which we plot in Fig. I.1. Notice that in this figure we have assigned the value one to
the region below the EP in which Γ1 = Γ2, which we have delimited by a green-dotted
line in order to highlight that it is not part of the analysis. Moreover, we have used a
red-dashed line to indicate the contour Γ1/Γ2 = 0.1. Comparing Fig. I.1 (a), (b) with
Fig. I.1 (a), (b), we can see how the trace distance becomes vanishingly small as Γ1/Γ2

becomes small. Indeed both quantities seem to be very well correlated, as can be checked
from these figures. This means that in the regions in which there is a huge separation of
time-scales, and hence it is meaningful to define the effective dynamics (6.18), we have
that µ̂1 ≈ µ̂′1 to a very good approximation. The same result is found for µ̂2 and µ̂′2 (not
shown). Then, as commented in the main text, in the metastable regime we can use the
more convenient expressions for the EMSs and also for the projectors: i.e. µ̂1,2 ≈ µ̂′1,2 and

P̂1,2 ≈ P̂ ′
1,2, with

P̂ ′
1 =

1

2
(1 + σ̂1), P̂ ′

2 =
1

2
(1 − σ̂1). (I.10)

I.3 Classical two-state stochastic process

In this appendix we consider Eq. (6.18) as a fully classical two-state stochastic process and
we compute the amplitude dynamics and two-time correlations according to the classical
rules [88]. In particular, we consider that state 1 is characterized by the complex amplitude
α1 = ⟨â⟩1, while state 2 by the complex amplitude α2 = −⟨â⟩1. The solution for the classical
two-state process is again given by Eq. (I.7), while the difference with the effective long-
time quantum dynamics resides, in principle, in the recipe to compute statistical quantities.
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Firstly, we have that the classical averaged amplitude is given by [88]:

α(t) =
2

∑
j=1

αjpj(t), (I.11)

where the overbar indicates a classical average over the stochastic process. As commented
in the main text this expression coincides with Eq. (6.23). Notice that the stationary
value for the amplitude is zero, i.e. αss = 0, as expected. Secondly, the classical recipe for
the two-time amplitude correlations in the stationary state is given by [88]:

C(τ) = lim
t→∞

α∗(t + τ)α(t) =
2

∑
i=1

2

∑
j=1

α∗i αj p̃ij(τ)pj(t→∞), (I.12)

where we have defined the tilded probabilities p̃ij(τ) as the solutions pi(τ) given in Eq.

(I.7) with the special initial condition p
(0)
j = 1. From this expression we recover the result

quoted in the main text, that is C(τ) = ∣α1∣2e−Γ1τ .



APPENDIX J

Semiclassical approach for the
squeezed QvdP oscillator

In this appendix we present the details of the semiclassical approach discussed in chapter
7. Specifically, we present a semiclassical approximation of the dynamics of the squeezed
QvdP oscillator in which the classical equations of motion are supplemented by Gaussian
fluctuations and which parallels previous studies of the single-mode laser [351, 386]. Both
cases of vanishing squeezing strength and finite one are addressed.

J.1 Results in the absence of squeezing

U(1) symmetry. We start introducing some useful expressions that we will be of later
use and following from the U(1)-symmetry for the case η = 0. As shown in Ref. [168] the
eigenmodes in the Fock basis have the following general form:

ρ̂j =∑
n

C(j)
n ∣n⟩⟨n − k∣, (J.1)

where k is an integer and C
(j)
n are complex coefficients and n − k is constraint to be

positive. Notice that the particular value of k determines the symmetry sector to which
the eigenmode belongs, as Uφρ̂j = e−iφkρ̂j . Moreover, since the stationary state must have
a unit trace and must be U(1)-symmetric [35, 268], it belongs to the k = 0 sector.

Similarly to what happens with parity-symmetry, the contribution to the dynamics
of an observable from eigenmodes that belong to a different symmetry eigensector vanish
identically. This means that as

Uφ(â†)lâm = eiφ(m−l)(â†)lâm, (J.2)

only eigenmodes of the sector k =m− l contribute to the dynamics of this observable. This
can also be deduced using the general form (J.1) from which it is clear that a necessary
condition for Tr[(â†)lâmρ̂j] ≠ 0 is that k =m − l. Formally, we can write

⟨(â†)lâm(t)⟩ = ∑
j∈uk

Tr[σ̂†
j ρ̂(0)]Tr[(â†)lâmρ̂j]eλjt, (J.3)
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where j ∈ uk means that the sum is restricted to the eigenmodes of the symmetry sector
k =m− l. Furthermore, the different symmetry sectors can be identified by the imaginary
parts of the eigenvalues in the Laboratory frame. This follows from the fact that in the
rotating frame with ω0, the spectrum of the Liouvillian is found to be real, while the
eigenvalues in this frame and in the laboratory frame are related by [168]

λj = λRj − ikω0, (J.4)

where k is the symmetry sector and we have punctually used the superscript ’R’ to denote
the eigenvalues in the frame rotating with ω0. Thus, the different multiples of ω0 belong to
the different symmetry sectors. This correspondence between the symmetry eigensector of
the observable and that of the contributing eigenmodes is the basis of an important ansatz
that we use below to connect the semiclassical results with the Liouvillian spectrum.

Phase space representation and semiclassical approximation. We now write the
master equation in terms of the Wigner distribution [59, 67] (see also appendix A):

∂tW (α,α∗, t) = {(∂αα + ∂α∗α∗)[γ2(∣α∣2 − 1) − γ1

2
]

+ ∂α∂α∗[
γ1

2
+ γ2(2∣α∣2 − 1)] + γ2

4
(∂2
α∂α∗α + ∂2

α∗∂αα
∗)}W (α,α∗, t).

(J.5)

Recall that in this appendix we work in a frame rotating at ω0 instead of ωs, as η = 0 and
hence ωs does not play any role. The semiclassical approximation consists in neglecting
third order partial derivatives while approximating the diffusion coefficient by the mean-
field amplitude for η = 0 [67], i.e. ∣α∣2 ≈ γ1/(2γ2) [see Eq. (6.11)]. This approximation
becomes better and better as we approach the limit N → ∞ (γ2/γ1 → 0) [67]. Then the
semiclassical equation for the Wigner distribution reads

∂tW (α,α∗, t) = {(∂αα + ∂α∗α∗)[γ2∣α∣2 −
γ1

2
] + 3γ1

2
∂α∂α∗}W (α,α∗, t). (J.6)

Essentially, we have replaced the original quantum dynamics as described by the general
partial differential equation (J.5), by a Fokker-Planck equation for the Wigner distribution
[59]. Notice that from now on we will use W (α,α∗, t) as a classical probability distribution
and α (α∗) as classical variables, and hence to analyze Eq. (J.6) using the classical
stochastics methods [88, 351].

Amplitude and phase decoupling. The classical stochastic process described by Eq.
(J.6) has been studied in [351] or [386] for instance. Following [351] we define the change
of variables α = √

reiφ and we rewrite Eq. (J.6) as

∂tP (r, φ, t) = { − 2∂r[
γ1

2
− γ2r]r +

3γ1

2
∂rr∂r +

3γ1

8r
∂2
φ}P (r, φ, t), (J.7)

where P (r, φ, t) is the probability distribution in the new polar variables. This manifests
that intensity (squared amplitude) and phase are only coupled through the phase-diffusion
term. In the regime we are considering, i.e. N ≫ 1, amplitude fluctuations decay much
faster than phase fluctuations [351]. This can be appreciated in some of the numerical
results presented recently in Ref. [82]. An approximation that exploits this separation of
time-scales consists in linearizing Eq. (J.7) around the classical noiseless intensity, that is
defining the small fluctuations

rδ = r − r̄ with r̄ = γ1/(2γ2), (J.8)
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and neglecting all the terms nonlinear in rδ [351]. This approximation leads to

∂tP (rδ, φ, t) = [γ1∂rδrδ +
3γ2

1

4γ2
∂2
rδ
]P (rδ, φ, t) +

3γ2

4
∂2
φP (rδ, φ, t). (J.9)

We have splitted the right hand side in two terms in order to highlight that we have
two different independent processes: an Ornstein–Uhlenbeck process for rδ, and a Wiener
process for the phase φ [88, 351]. Thus, in this approximation rδ and φ are Gaussian
random variables characterized by their first two moments. In particular [88]:

⟨φ(t)⟩c = φ0, ⟨φ2(t)⟩c =
3γ2

2
t + φ2

0, ⟨rδ(t)⟩c = rδ,0e−γ1t,

⟨r2
δ(t)⟩c = r2

δ,0e
−2γ1t + 3γ1

2γ2
(1 − e−2γ1t),

(J.10)

where φ0 = φ(t = 0), rδ,0 = rδ(t = 0), and ⟨. . . ⟩c is to be interpreted as a classical average.
Moreover, since φ(t) is a Gaussian variable, we can use the relation between its moment-
and cumulant generating functions to obtain the important result:

⟨eimφ(t)⟩c = eimφ0−m2 3γ2
4
t, (J.11)

where m is an integer. Hence from the fact that rδ and φ follow independent stochastic
processes, it follows that

⟨(α∗)lαm(t)⟩c = ⟨(r̄ + rδ)
l+m

2 (t)⟩cei(l−m)φ0−(l−m)2 3γ2
4
t. (J.12)

Analytical expression for the decay rates. In order to obtain an expression for the
decay rates, we need to write Eq. (J.12) in a more explicit form. This is done by expanding

⟨(r̄ + rδ)
l+m

2 ⟩c in powers of the small quantity rδ/r̄, obtaining an infinite series containing
moments of rδ of all orders, which can be written in terms of Eq. (J.10). In particular,
we can use the Gaussian character of rδ and Eq. (J.10) to rearrange this series in terms
of the different possible decay rates:

⟨(α∗)lαm(t)⟩c = [(r̄ l+m2 + c0) + ∑
n≥1

cne
−nγ1t]ei(l−m)φ0−(l−m)

2 3γ2
4 t, (J.13)

where we do not need to explicitly calculate the coefficients cn for our purposes. Thus,
this expansion enables to write ⟨(α∗)lαm(t)⟩c as an infinite series in which each term
depends on time only through an exponential, sharing the formal structure with that
of the expansion of Eq. (J.3) in terms of the Liouvillian eigenmodes. Moreover, notice
the clear separation of time scales between amplitude fluctuations, with a short decay
time-scale ∼ γ−1

1 , and phase-fluctuations, with a long decay time-scale ∼ γ−1
2 .

Importantly, our ansatz consists in considering the decay rates appearing in Eq. (J.13)
as the large-N approximation of the corresponding Liouvillian decay rates for the symme-
try sector k =m − l. That is, we postulate the general expression

Γk,n =
3k2γ2

4
+ nγ1 (J.14)

for the n decay rates of each k symmetry sector. Of course we must proceed with care
and assess numerically the validity of such statement, as we have obtained this expression
after several approximations and guesswork. This is what we do in Fig. J.1. As we can
see, Eq. (J.14) is a very good approximation for the fundamental decay rates n = 0 [Fig
J.1 (a)] and also for n = 1 [Fig J.1 (b)]. For n > 1, Eq. (J.14) generally overestimates the
decay rates and the agreement is lost (not shown), although importantly, it still predicts
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Figure J.1: (a) Comparison of the exact fundamental decay rates in points (Γk), and semiclassical expres-
sion in dashed lines (Γk,n=0). Blue circles k = 1, orange downward triangles k = 2, green squares k = 3, red
upward triangles k = 4, yellow crosses k = 5, purple leftward triangles k = 6, brown stars k = 7, and ping
rightwards triangles k = 8. (b) Same as panel (a) but considering the next excitations of each eigensector
compared to Γk,n=1 in dashed lines. Parameters: η/γ1 = 0.

correctly that the gap between the different bands of modes is of the order of ∼ γ1. Thus,
Eq. (J.14) is truly valuable as it describes accurately the two features occurring in the limit
N →∞ in which we are interested: it captures how the lifetime of the infinite fundamental
eigenmodes diverges, and it predicts that the decay rate of the rest of eigenmodes saturate
to a finite value at least as large as γ1. These are the two basic features related to the
spontaneous breaking of continuous time-translation symmetry that we have discussed in
the chapter 7.

J.2 Non-zero squeezing strength

In the presence of squeezing and in the rotating frame with ωs, the following terms must
be added to right-hand side of Eq. (J.5):

[(2ηα∗ + i∆α)∂α + (2ηα − i∆α∗)∂α∗]W (α,α∗, t). (J.15)

In the same spirit as before, we can drop third order derivatives and approximate the
term ∣α∣2 in the diffusion coefficient by the average amplitude of the cycle with non-zero
squeezing. Then, performing the same change of variables α = √

reiφ, we obtain the
following Fokker-Planck equation:

∂tP (r, φ, t) = { − 2∂r[
γ1

2
− γ2r − 2η cos(2φ)]r

+ ∂φ[∆ − 2η sin(2φ)] + 3γ1

2
∂rr∂r +

3γ1

8r
∂2
φ}P (r, φ, t).

(J.16)

Notice the following crucial differences/similitudes in the presence of squeezing: (i) the
noiseless amplitude dynamics depends on the phase [coming from the drift term after ∂r
in Eq. (J.16)]; (ii) the noiseless phase dynamics is independent of the amplitude, but it is
nonlinear; (iii) the diffusion terms are exactly the same as for the case η/γ1 = 0. While the
first two points constitute an important complication for any further analytical treatment,
the third point still allows one to perform some approximations.

Small squeezing limit. In particular, let us consider the limit in which N →∞ while
η, ∣∆∣ ≪ γ1. This is similar to what we have studied in chapter 7. Recall that since
the bifurcation diagram only depends on the relation between ∆ and η, the considered



J.2 Non-zero squeezing strength 205

Figure J.2: (a) Comparison of the exact fundamental decay rates in points (Γk), and semiclassical expres-
sion in dashed lines (Γk,n=0). Blue circles k = 1, orange downward triangles k = 2, green squares k = 3, red
upward triangles k = 4, yellow crosses k = 5, purple leftward triangles k = 6, brown stars k = 7, and ping
rightwards triangles k = 8. (b) Same as panel (a) but considering the next excitations of each eigensector
compared to Γk,n=1 in dashed lines. Parameters: η/γ1 = 0.02 and ∆/γ1 = 0.1 (notice that ηc/γ1 = 0.05).

limit does not preclude the observation of the bifurcation, as ηc = ∣∆∣/2 can still be small
compared to γ1. Physically, we are assuming that the amplitude of the limit cycle is large
compared to the squeezing strength, and thus, in a phase-space representation it looks
essentially circular, with small elliptical deformations due to the non-zero squeezing. In
these conditions, it seems reasonable to decouple amplitude and phase dynamics, similarly
to what we have done before, i.e. by dropping the small phase dependence of the amplitude
and approximating the diffusion terms as constant. It also seems reasonable to further
linearize the amplitude dynamics. Hence, using the definition of the fluctuations given in
Eq. (J.8), we arrive at:

∂tP (rδ, φ, t) =[γ1∂rδrδ +
3γ2

1

4γ2
∂2
rδ
]P (rδ, φ, t)

+ [∂φ(∆ − 2η sin(2φ)) + 3γ2

4
∂2
φ]P (rδ, φ, t).

(J.17)

This equation displays the same amplitude fluctuations of the Gaussian process in the
absence of squeezing; and the phase is now governed by a nonlinear drift with additive
Gaussian fluctuations. This nonlinearity makes the phase dynamics non-Gaussian, and
hence, it precludes us to make use of Eq. (J.11). However, we can still write down the
following expression for the expectation values analogous to Eq. (J.13):

⟨(α∗)lαm(t)⟩c = [(r̄ l+m2 + c0) + ∑
n≥1

cne
−nγ1t]⟨ei(m−l)φ(t)⟩c, (J.18)

This approximate equation allows us to extract some qualitative conclusions. The first one
is that the characteristic band structure due to ’pure-phase’ and ’mixed amplitude-phase’
fluctuations is still there, and the band gap should still be of the order of ∼ γ1 as the rest
of the parameters entering in the phase dynamics are small compared to it. This agrees
with what we have numerically observed in chapter 7. The second one is about the phase
dynamics. Notice that no matter that it follows a more intricate nonlinear dynamics, for
η < ∣∆∣/2 the phase is still free or unlocked, and thus, the stochastic process corresponds to
a random walk in a tilted washboard potential. This can be understood from the Langevin
equation describing the phase dynamics of Eq. (J.17), which reads [88]:

d

dt
φ(t) = − d

dφ
V (φ) + ξφ(t), with V (φ) = ∆φ + η cos(2φ),

⟨ξφ(t)⟩c = 0, ⟨ξφ(t)ξφ(t′)⟩c =
3γ2

2
δ(t − t′),

(J.19)
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where V (φ) is the tilted washboard potential and ξφ(t) is a zero mean Gaussian noise
term. For zero squeezing, the constant drift ∆ can be gauged away, and we find the
same situation as before. For increasing squeezing strength, the washboard profile gets
progressively activated, and the phase diffusion process gets accordingly modified, which
should result in the decay rates of the fundamental band departing progressively from the
zero squeezing case, as observed in chapter 7. Moreover, as the strength of the fluctuations
in the phase dynamics is proportional to γ2, they disappear in the infinite-excitation limit,
explaining the increasing lifetime of the modes of the fundamental band.

These observations provide valuable physical insights and a qualitative understanding
of the regime η < ηc. Moreover, they also provide intuition on why, for not to large
squeezing strength, the theoretical results for η/γ1 = 0, i.e. Eq. (J.14), are still close to
the actual ones. This is shown in Fig. (J.2) (a) and (b), and considering the two lowest
bands of eigenmodes for η/γ1 = 0.02. Indeed, one needs to carefully compare the case
η/γ1 = 0 with η/γ1 = 0.02, in order to spot the small differences, which are more noticeable
for n = 0 and small k. Nevertheless, for larger squeezing strengths the differences become
more evident, as the exponent δ significantly departs from one [see Fig. 7.3(d)].



APPENDIX K

Eigendecomposition of Hermitian
eigenmodes

In chapter 7 we have commented that if an eigenmode is Hermitian it can be decomposed
in terms of two density matrices, i.e. ρ̂j ∝ ρ̂+j − ρ̂−j when λj is real. Here, we show how to
obtain these density matrices. In fact, they are defined from the eigendecomposition of ρ̂j
as [35]:

ρ̂j =
D−1

∑
n=0

p(j)n ∣Ψ(j)
n ⟩⟨Ψ(j)

n ∣, (K.1)

where p
(j)
n are real, and ⟨Ψ(j)

n ∣Ψ(j)
m ⟩ = δnm, and D is the truncation dimension. Now since

ρ̂j is traceless, part of p
(j)
n are positive and part are negative, while their sum is zero. We

order them such that p
(j)
n > 0 for n ≤ n̄ and p

(j)
n < 0 for n > n̄, obtaining

ρ̂+j =
1

N ∑n≤n̄
p(j)n ∣Ψ(j)

n ⟩⟨Ψ(j)
n ∣, (K.2)

ρ̂−j =
1

N ∑n>n̄
∣p(j)n ∣∣Ψ(j)

n ⟩⟨Ψ(j)
n ∣, (K.3)

with N = ∑n≤n̄ p
(j)
n = ∑n>n̄ ∣p(j)n ∣.
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[2] A. Cabot, F. Galve, V. M. Egúıluz, K. Klemm, S. Maniscalco, and R. Zambrini, Unveil-
ing noiseless clusters in complex quantum networks npj Quantum Inf. 4, 57 (2018), doi:
10.1038/s41534-018-0108-9.

[3] A. Cabot, G. L. Giorgi, F. Galve, and R. Zambrini, Quantum Synchronization in
Dimer Atomic Lattices, Phys. Rev. Lett. 123, 023604 (2019), doi: 10.1103/Phys-
RevLett.123.023604.

[4] A. Cabot, G. L. Giorgi, S. Longhi, and R. Zambrini, Exceptional points in 1D arrays of
quantum harmonic oscillators, EPL 127, 20001 (2019), doi: 10.1209/0295-5075/127/20001.

[5] G. L. Giorgi, A. Cabot, and R. Zambrini, Transient synchronization in open quantum systems
in Advances in Open Systems and Fundamental Tests of Quantum Mechanics (Eds.: B.
Vacchini, H.-P. Breuer, A. Bassi), Springer, Cham, CH 2019, pp. 73-89.

[6] G. L. Giorgi, S. Longhi, A. Cabot, and R. Zambrini, Quantum probing topological
phase transitions by non-Markovianity, Ann. Phys. (Berl.) 531, 1900307 (2019), doi:
10.1002/andp.201900307.

[7] A. Cabot, G. L. Giorgi, and R. Zambrini, Synchronization and coalescence in a dissipative
two-qubit system, Proc. R. Soc. A 477, 20200850 (2021), doi: 10.1098/rspa.2021.0850.

[8] S. Lorenzo, S. Longhi, A. Cabot, R. Zambrini, and G. L. Giorgi, Intermittent decoherence
blockade in a chiral ring environment, Sci. Rep. 11, 12834 (2021), doi: 10.1038/s41598-021-
92288-8.

[9] A. Cabot, G. L. Giorgi, and R. Zambrini, Metastable quantum entrainment, New J. Phys.
23, 103017 (2021), doi: 10.1088/1367-2630/ac29fe.

[10] A. Cabot, G. L. Giorgi, and R. Zambrini, From a continuous to a discrete time-crystal and
the entrainment transition, in preparation.

[11] J. R. Johansson, P.D. Nation, and F. Nori, QuTiP: An open-source Python framework
for the dynamics of open quantum systems Comp. Phys. Comm. 183, 1760 (2012), doi:
10.1016/j.cpc.2012.02.021.

[12] J. R. Johansson, P.D. Nation, and F. Nori, QuTiP 2: A Python framework for
the dynamics of open quantum systems Comp. Phys. Comm. 184, 1234 (2013), doi:
10.1016/j.cpc.2012.11.019.

209

http://dx.doi.org/10.1088/1367-2630/aa8b9c
http://dx.doi.org/10.1038/s41534-018-0108-9
http://dx.doi.org/10.1038/s41534-018-0108-9
http://dx.doi.org/10.1103/PhysRevLett.123.023604
http://dx.doi.org/10.1103/PhysRevLett.123.023604
http://dx.doi.org/10.1209/0295-5075/127/20001
http://dx.doi.org/10.1002/andp.201900307
http://dx.doi.org/10.1002/andp.201900307
http://dx.doi.org/10.1098/rspa.2021.0850
http://dx.doi.org/10.1038/s41598-021-92288-8
http://dx.doi.org/10.1038/s41598-021-92288-8
http://dx.doi.org/10.1088/1367-2630/ac29fe
http://dx.doi.org/10.1016/j.cpc.2012.02.021
http://dx.doi.org/10.1016/j.cpc.2012.02.021
http://dx.doi.org/10.1016/j.cpc.2012.11.019
http://dx.doi.org/10.1016/j.cpc.2012.11.019


210 Bibliography

[13] I. Carusotto and C. Ciuti, Quantum fluids of light, Rev. Mod. Phys. 85, 299 (2013), doi:
10.1103/RevModPhys.85.299.

[14] H. Ritsch, P. Domokos, F. Brennecke, and T. Esslinger, Cold atoms in cavity-generated
dynamical optical potentials, Rev. Mod. Phys. 85, 553 (2013), doi: 10.1103/RevMod-
Phys.85.553.

[15] M. J. Hartmann, Quantum simulation with interacting photons ,J. Opt. 18, 104005 (2016),
doi: 10.1088/2040-8978/18/10/104005.
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[78] J. A. Acebrón, L. L. Bonilla, C. J. Pérez Vicente, F. Ritort, and R. Spigler, The Kuramoto
model: A simple paradigm for synchronization phenomena, Rev. Mod. Phys. 77, 137 (2005),
doi: 10.1103/RevModPhys.77.137.
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[96] A. Parra-López and J. Bergli, Synchronization in two-level quantum systems, Phys. Rev. A
101, 062104 (2020), doi: 10.1103/PhysRevA.101.062104.

[97] C. Benedetti, F. Galve, A. Mandarino, M. G. A. Paris, and R. Zambrini, Minimal model for
spontaneous quantum synchronization, Phys. Rev. A 94, 052118 (2016), doi: 10.1103/Phys-
RevA.94.052118.

[98] G. Manzano, F. Galve, G. L. Giorgi, E. Hernández-Garćıa, and R. Zambrini, Synchroniza-
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[244] A. González-Tudela and J. I. Cirac, Markovian and non-Markovian dynamics of quantum
emitters coupled to two-dimensional structured reservoirs, Phys. Rev. A 96, 043811 (2017),
doi: 10.1103/PhysRevA.96.043811.

[245] A. Asenjo-Garćıa, J. D. Hood, D. E. Chang, and H. J. Kimble, Atom-light interactions
in quasi-one-dimensional nanostructures: A Green’s-function perspective, Phys. Rev. A 95,
033818 (2017), doi: 10.1103/PhysRevA.95.033818.

http://dx.doi.org/10.1103/RevModPhys.89.015001
http://dx.doi.org/10.1103/RevModPhys.59.1
http://dx.doi.org/10.1103/RevModPhys.59.1
http://dx.doi.org/10.1103/PhysRevLett.112.153603
http://dx.doi.org/https://doi.org/10.1364/OPTICA.6.000213
http://dx.doi.org/10.1103/PhysRevLett.91.070402
http://dx.doi.org/10.1103/PhysRevLett.91.070402
http://dx.doi.org/10.1103/PhysRevLett.106.020501
http://dx.doi.org/10.1103/PhysRevLett.76.2049
http://dx.doi.org/10.1103/PhysRevLett.76.2049
http://dx.doi.org/10.1103/PhysRevLett.115.063601
http://dx.doi.org/10.1103/PhysRevLett.115.163603
http://dx.doi.org/10.1103/PhysRevLett.118.213601
http://dx.doi.org/10.1103/PhysRevLett.118.213601
http://dx.doi.org/10.1209/epl/i2006-10326-y
http://dx.doi.org/10.1103/PhysRevA.80.022337
http://dx.doi.org/10.1103/PhysRevA.80.022337
http://dx.doi.org/10.1088/1367-2630/17/6/062001
http://dx.doi.org/10.1038/srep42050
http://dx.doi.org/10.1103/PhysRevA.96.043811
http://dx.doi.org/10.1103/PhysRevA.95.033818


Bibliography 223

[246] P. W. Milonni and P. L. Knight, Retardation in the resonant interaction of two identical
atoms, Phys. Rev. A 10, 1096 (1974), doi: 10.1103/PhysRevA.10.1096.

[247] K. Sinha, P. Meystre, E. A. Goldschmidt, F. K. Fatemi, S.L. Rolston, and P. Solano, Non-
markovian collective emission from macroscopically separated emitters, Phys. Rev. Lett. 124,
043603 (2020), doi: 10.1103/PhysRevLett.124.043603.

[248] J. I. Cirac, R. Blatt, P. Zoller, and W. D. Philips, Laser cooling of trapped ions in a standing
wave, Phys. Rev. A 46, 2668 (1992), doi: 10.1103/PhysRevA.46.2668.

[249] D. Leibfried, R. Blatt, C. Monroe, and D. Wineland, Quantum dynamics of single trapped
ions, Rev. Mod. Phys. 75, 281 (2003), doi: 10.1103/RevModPhys.75.281.

[250] M. Wallquist, P. Rabl, M. D. Lukin, and P. Zoller, Theory of cavity-assisted microwave cool-
ing of polar molecules, New J. Phys. 10, 063005 (2008), doi: 10.1088/1367-2630/10/6/063005

[251] F. Marquardt, J. P. Chen, A. A. Clerk, and S. M. Girvin, Quantum theory of cavity-
assisted sideband cooling of mechanical motion, Phys. Rev. Lett. 99, 093902 (2007), doi:
10.1103/PhysRevLett.99.093902.

[252] I. Wilson-Rae, N. Nooshi, W. Zwerger, and T. J. Kippenberg, Theory of ground state cooling
of a mechanical oscillator using dynamical backaction, Phys. Rev. Lett. 99, 093901 (2007),
doi: 10.1103/PhysRevLett.99.093901.

[253] J. Chan, T. P. Mayer Alegre, A. H. Safavi-Naeini, J. T. Hill, A. Krause, S. Gröblacher, M.
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