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Resum (en catala)

Aquesta tesi tracta sobre I'aplicacié de metodes numerics de compactificacié conformal a la
resolucié numerica de les equacions d’Einstein de la Relativitat General. Aquestes formen
un sistema complex d’equacions diferencials amb derivades parcials que només es pot
resoldre analiticament per a espai-temps altament simetrics. Espai-temps més generals
necessiten metodes numerics per a la seva resolucié. A la Relativitat General, quantitats
fisiques com l’energia total o el flux de radiacié només poden definir-se inequivocament
a la regio asimptotica de 'espai-temps, la qual cosa requereix el tractament numeric de
regions infinites.

L’enfocament tradicional a codis de Relativitat Numerica es basa en foliacions espacials
tallades per un contorn temporal artificial, les dades de la qual s’extrapolen al l'infinit.
L’objectiu d’aquesta tesi es continuar amb el desenvolupament d’una estrategia alternativa
que resolgui de forma efectiva les ecuacions d’Einstein per a espai-temps que incloguin
sistemes radiants aillats i que permeti calcular el senyal de radiacié sense aproximacions.
Seguint una idea de Penrose, en lloc de I’espai-temps fisic s’utilitza un altre relacionat amb
I’anterior mitjangant un re-escalament conformal. A dins d’aquest espai-temps re-escalat,
els limits cap a l'infinit es substitueixen per geometria diferencial local i les quantitats
fisiques observables poden ser avaluades directament.

Per calcular la radiacié convé seccionar I'espai-temps en foliacions hiperboloidals, les
quals son foliacions espacials suaus que arriben a 'infinit nul futur, el “lloc” de 'espai-
temps on arriben els raigs de llum. Entre els avantatges d’utilitzar foliacions hiperboloidals
hi ha el no requerir condicions de contorn, ja que I'infinit nul futur és una superficie nul.la
entrant i no permet 'accés d’informacié des de l'exterior. El preu a pagar és que les
equacions d’Einstein re-escalades son singulars a I'infinit i necessiten ser regularitzades.
A més, la geometria de fons no trivial de les foliacions hiperboloidals fa que les equacions
d’evolucié tendeixin a inestabilitats continues.

Com a primer pas per desenvolupar algoritmes numerics que tractin el problema de
valor inicial hiperboloidal per a espai-temps amb camps dinamics forts, la labor numerica
d’aquesta tesi es restringeix a simetria esferica. Donat que la regularitzacié en la di-
recci6 radial és comu a simetria esferica i al cas tridimensional, s’espera que els resultats
obtinguts aqui siguin aplicables, almenys en part, al cas complet.

Prenent com a base formulacions lliures estandard de la Relativitat General, especifica-
ment les equacions BSSN (Baumgarte-Shapiro-Shibata-Nakamura) i les equacions Z4, es
descriura la derivacié de les seves expressions en simetria esferica, aixi com el calcul de
dades inicials adients sobre la foliacié hiperboloidal donada per una foliacié amb cur-
vatura mitjana constant. Un aspecte critic és el tractament de les condicions de gauge:
s’explicaran els requisits especifics per al problema de valor inicial hiperboloidal, com
“scri-fixing” o el gauge conformal preferent, aixi com ’adaptacié de condicions de gauge
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comunment emprades actualment. Com s’esperava, la implementacié numerica va ser
dificil d’estabilitzar, pero mitjancant una transformacié de variables i la inclusié d’un
terme d’esmorteiment de lligadura, finalment va donar bons resultats. S’han realitzat
simulacions estables de les equacions d’Einstein juntament amb un camp escalar sense
massa, amb dades inicials regulars i de camp fort. Perturbacions petites de les dades
inicials son estables per sempre, mentre que perturbacions més grans del camp escalar
comporten la formacié d'un forat negre. Els resultats mostren que les dades inicials d’una
“trumpet” de Schwarzschild es desvien lentament dels valors estacionaris esperats, pero
I'efecte en el cas de perturbacions petites és suficientment lent com per poder observar
les cues del camp escalar.



Resumen (en castellano)

La presente tesis trata sobre la aplicacion de métodos de compactificacién conformal en la
resolucién numérica de las ecuaciones de Einstein de la Relatividad General. Estas ecua-
ciones forman un sistema complejo de ecuaciones diferenciales con derivadas parciales
que solo puede ser resuelto analiticamente para espacio-tiempos altamente simétricos.
Espacio-tiempos més generales necesitan métodos numéricos para su resolucion. En Rel-
atividad General, cantidades fisicas fundamentales como la energia total o el flujo de
radiacion sélo pueden ser definidas inequivocamente en la region asintética del espacio-
tiempo, lo que requiere el tratamiento numérico de regiones infinitas.

El enfoque tradicional en cédigos de Relatividad Numérica se basa en foliaciones espa-
ciales cortadas por un contorno temporal artificial y cuyos datos se extrapolan al infinito.
El objetivo de esta tesis es continuar con el desarrollo de una estrategia alternativa que
resuelva de forma efectiva las ecuaciones de Einstein para espacio-tiempos que incluyan
sistemas radiantes aislados y que permita calcular la senal de radiaciéon sin aproxima-
ciones. Siguiendo una idea de Penrose, en lugar del espacio-tiempo fisico se utiliza otro
relacionado con el anterior mediante un re-escalamiento conformal. En este espacio-tiempo
re-escalado, los limites hacia el infinito se sustituyen por geometria diferencial local y las
cantidades fisicas observables pueden ser evaluadas directamente.

Para calcular la radiacién conviene seccionar el espacio-tiempo en foliaciones hiper-
boloidales, que son foliaciones espaciales suaves que alcanzan el infinito nulo futuro, el
“lugar” del espacio-tiempo al que llegan los rayos de luz. Entre las ventajas de utilizar fo-
liaciones hiperboloidales esté el no requerir condiciones de contorno, puesto que el infinito
nulo futuro es una superficie nula entrante y no permite el acceso de informaciéon desde el
exterior. El precio a pagar es que las ecuaciones de Einstein re-escaladas son singulares en
el infinito y necesitan ser regularizadas. Ademads, la geometria de fondo no trivial de las
foliaciones hiperboloidales hace las ecuaciones de evolucién propensas a inestabilidades
continuas.

Como primer paso para desarrollar algoritmos numéricos que traten el problema de
valor inicial hiperboloidal para espacio-tiempos con campos dinamicos fuertes, la labor
numérica de esta tesis se restringe a simetria esférica. Dado que la regularizacion en la
direccion radial es comin a simetria esférica y al caso tridimensional, se espera que los
resultados obtenidos aqui sean aplicables, al menos en parte, al caso completo.

Tomando como base formulaciones libres estdndard de la Relatividad General, es-
pecificamente las ecuaciones BSSN (Baumgarte-Shapiro-Shibata-Nakamura) y las ecua-
ciones 74, se describira la derivacién de sus expresiones en simetria esférica, asi como el
calculo de datos iniciales apropiados sobre la foliacién hiperboloidal dada por una foliacion
con curvatura media constante. Un aspecto critico es el tratamiento de las condiciones
de gauge: se explicaran los requisitos especificos para el problema de valor inicial hiper-
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boloidal, como “scri-fixing” o el gauge conformal preferente, asi como la adaptacién de
condiciones de gauge comunmente usadas actualmente. Como se esperaba, la imple-
mentacién numérica fue dificil de estabilizar, pero mediante una transformacién de vari-
ables y la inclusiéon de un término de amortiguacién de ligadura, finalmente dio buenos
resultados. Se han realizado simulaciones estables de las ecuaciones de Einstein junto
con un campo escalar sin masa, con datos iniciales regulares y de campo fuerte. Per-
turbaciones pequenas de los datos iniciales regulares son estables para siempre, mientras
que perturbaciones mas grandes del campo escalar conllevan la formaciéon de un agujero
negro. Los resultados muestran que los datos iniciales de una “trumpet” de Schwarzschild
se desvian lentamente de los valores estacionarios esperados, pero el efecto en el caso de
perturbaciones pequenas es suficientemente lento como para poder observar las colas del
campo escalar.



Summary (in English)

The present work deals with the application of conformal compactification methods to
the numerical solution of the Einstein equations, the field equations of General Relativity.
They form a complex system of non-linear partial differential equations that can only be
solved analytically for highly symmetric spacetimes. The most general spacetimes have to
be obtained with the help of numerical techniques. In General Relativity, central physical
quantities such as the total energy or radiation flux can only be defined unambiguously in
the asymptotic region of a spacetime, which calls for the numerical treatment of infinite
domains.

The traditional approach in Numerical Relativity codes is based on spacelike slices that
are cut at an artificial timelike boundary and whose data are extrapolated to infinity. The
goal of this thesis is to further develop an elegant alternative approach, which aims to
efficiently solve the Einstein equations for spacetimes of isolated radiating systems and
compute the radiation signal without any approximations. Following a framework by
Penrose, we use a finite unphysical spacetime related to the physical one by a conformal
rescaling. On this rescaled spacetime, taking limits towards infinity is replaced by local
differential geometry and observable physical quantities can be directly evaluated.

In order to compute radiation quantities, it is convenient to foliate spacetime by hy-
perboloidal slices. These are smooth spacelike slices that reach future null infinity, the
“place” in spacetime where light rays arrive. Among the advantages of evolving on com-
pactified hyperboloidal slices are that no boundary conditions are required, because future
null infinity is an ingoing null surface and it does not allow any information to enter the
domain from beyond. The price to pay is that the conformally rescaled Einstein equations
are singular at infinity and need to be regularized. Besides, the nontrivial background
geometry of the hyperboloidal slices makes the evolution equations prone to continuum
instabilities.

As a first step towards developing numerical algorithms for the hyperboloidal initial
value problem for strong field dynamical spacetimes, the numerical work in this thesis is
restricted to spherical symmetry. Given that the regularization of the radial direction is
common to spherical symmetry and the full three-dimensional case, the results obtained
are expected to apply, at least to some degree, to the full system.

This work’s approach uses standard unconstrained formulations of General Relativ-
ity, specifically the BSSN (Baumgarte-Shapiro-Shibata-Nakamura) equations and the Z4
equations. The derivation of their spherically symmetric component equations will be
described, as well as the calculation of appropriate initial data on the hyperboloidal slice
given by a constant-mean-curvature foliation. A critical point is the treatment of the
gauge conditions: both the specific requirements for the hyperboloidal value problem,
such as scri-fixing or the preferred conformal gauge, and the adaptation of currently com-
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mon gauge choices will be explained. As expected, the numerical implementation was
difficult to stabilize, but by means of a variable transformation on the trace of the extrin-
sic curvature and the addition of a constraint damping term to the evolution equation of
the contracted connection, the implementation finally became well-behaved. Stable sim-
ulations of the Einstein equations coupled to a massless scalar field have been performed
with regular and strong field initial data. Small perturbations of regular initial data give
stationary data that are stable forever, while larger scalar field perturbations result in the
formation of a black hole. Schwarzschild trumpet initial data have been found to slowly
drift away from the expected stationary values, but the effect for small perturbations is
slow enough to allow the observation of the power-law decay tails of the scalar field.
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Chapter 1

Introduction

1.1 Basic concepts in (GGeneral Relativity

1.1.1 General Relativity

The theory of General Relativity (GR) relates the distribution of matter and energy to
the deformation of spacetime, and describes how the latter reciprocally affects the motion
of the existing particles. It is elegantly encoded in the Einstein equations

Gl9lab + GabA = T'[G)ab, (1.1)

where on the left the Einstein tensor G[g]. and the cosmological constant A characterize
the geometry of the spacetime described by the metric ., and on the right the stress-
energy tensor T'[g]q, completes the picture providing the properties of the objects present
in the spacetime. Here the Einstein tensor is given by G[gla, = R[jlas — 3JabR[g], with
the Ricci tensor R[glay = R[j]s and the Ricci scalar R[g] = R[§]% = §°°R[g]w. The
Riemann tensor can be computed from the metric j, and its Christoffel symbol T'¢, =
23U ObGed + Ocba — Oagee) as

R[§)"sea = 0T5g — 0alp, + Tiglee — Ticley. (1.2)

Writing the Einstein equations in terms of metric components and their partial derivatives
manifests their character as non-linear partial differential equations of second differential
order in the metric field, the quantity for which they are to be solved in a metric formu-
lation.

GR is a relativistic theory, so that the causal structure is defined by the light cone.
This implies that the propagation speeds are finite and a wavelike behaviour is expected.
The dynamical quantity of GR is the gravitational field (encoded in the metric) and its
perturbations propagate in the form of radiation. This gravitational radiation, also called
gravitational waves, can be imagined as ripples of the spacetime’s curvature that travel
at the speed of light.

1.1.2 Gravitational waves

The existence of gravitational waves (GWs) was predicted by Einstein [65] by studying
wave phenomena in linearized gravity. However, due to the physical and mathematical

1



2 Chapter 1. Introduction

complexity of the theory, the coordinate dependent quantities involved in the calculations
and the background independence of GR, the question whether GWs were actual physical
phenomena or just simply coordinate effects was raised and it was not until the 1960s
that the physical nature of GWs, interpreted as free gravitational degrees of freedom
carrying positive energy [42] [134], was finally understood. For a historical description of
the controversy see [105].

GWs, which are emitted by non-spherically accelerated massive objects in the universe,
have such a small amplitude, that no direct observation has taken place so far. However,
they are known to exist thanks to the discovery of the binary pulsar PSR 1913416 by
Hulse and Taylor [98]. The pulsar forms a binary system with another neutron star, and
the energy loss that causes the shrinking of the distance between both corresponds to the
emitted GW radiation predicted by GR.

Efforts towards a direct detection of GW are currently performed with high sensitivity
interferometers, like Advanced LIGO [3], 4] and Advanced Virgo [0, [7]. The analysis of
the experimental data measured in the GW detectors requires waveform models created
by numerical methods.

The goal of this thesis is to contribute to the current waveform modeling efforts by
developing useful techniques that will allow to solve the Einstein equations numerically in
a more efficient way. More specifically, I have implemented the hyperboloidal initial value
problem in spherical symmetry using commonly used formulations and thus showing that
such an implementation is feasible.

1.1.3 Equivalence principle and the absence of background

The equivalence principle, one of the pillars on which General Relativity is based, states
that all bodies “fall” in the same way in the presence of a gravitational field. This indicates
that the gravitational field is a property of the spacetime itself. The paths of freely falling
bodies are described by geodesics of the metric which, in presence of massive objects, will
no longer correspond to a flat geometry.

If we were to measure an electromagnetic field, the procedure would be the following:
we first set a “background observer”, which is unaffected by the electromagnetic interac-
tion and follows a geodesic path; then a charged test body is released; finally, by measuring
the deviation of the particle’s trajectory from the geodesic path (the one followed by the
background observer), the electromagnetic field is determined.

When we try to measure a gravitational field we encounter a problem already in the
first step: we cannot set any “background observer”, as its behaviour will be exactly the
same as that of the test particle and no deviation will be detected. Both the observer and
the test particle are affected by the gravitational field in the same way.

In GR the structure of the spacetime is a dynamical quantity itself and, due to its
non-linear character, the gravitational field also acts as its own source. The consequence
is that a background with respect to which the curvature of spacetime can be measured
can only be defined under specific symmetry assumptions, but not in general.



1.2. Conformal compactification 3

1.1.4 Isolated systems

Suppose we are interested not in studies of cosmological nature, but of astrophysical
processes inside of a gravitating system, such as a single star, black hole (BH) or a binary
system. The relevant physics for us is the gravitational interaction of the system. The
large-scale structure of the universe will have minimal influence on the properties of our
system in study, so that neglecting it is a good idealization for our purposes.

An isolated system will thus allow us to study the physical properties of a system
as a whole. To isolate it, the system is considered to be embedded in a spacetime with
certain asymptotic conditions, which should not depend on the isolated system under
consideration. The gravitational influence of the isolated system is then expected to
fade away as we are infinitely far away from it, and the metric g, should approach the
Minkowski metric at infinity, at least in the spacelike and null directions. Such spacetimes
will be referred to as being asymptotically flat.

1.1.5 Gravitational radiation and energy

The absence of a natural background also renders the unambiguous local determination
of quantities such as mass or energy density impossible in general; there is no way of
separating the curvature effects from what would be a flat spacetime, where this difference
is exactly what qualifies the presence of massive bodes or other energetic perturbations.

What is indeed possible is to define the total energy of a system by evaluating the
gravitational field far away from the sources. Also the energy flux radiated away by an
isolated system in the form of GW is well defined asymptotically. For this reason, in
GR the energy, mass and radiation flux are global quantities (can only be calculated
for the complete spacetime) and are closely related to the asymptotic behaviour of the
spacetimes.

Work towards a formal characterization of gravitational radiation started in the 1950s
- the basic historic development can be found summarized in [73]. Among the relevant
results was the “peeling property” obtained by Sachs [133], where the fall-off behaviour of
the curvature is described by a decomposition of the Weyl tensor in terms of powers of 1 /7,
with 7 an affine parameter along outgoing null geodesics. Another important achievement
by Bondi, van der Burg and Metzner [42] was the introduction of inertial coordinates in
flat spacetime at infinity along null curves, the so-called Bondi coordinates, that rely on
the use of a retarded time function that labels outgoing null hypersurfaces.

The actual calculation of radiation where it is unambiguously defined (in the asymp-
totic region) poses considerable difficulties, because it involves using specific coordinate
systems and taking limits at infinity. An invariant characterization of radiation, where
coordinate independent definitions can be performed, would be preferred.

1.2 Conformal compactification

A new point of view introduced by Penrose [124, 125] allows to solve the previously
mentioned problems. This new approach takes advantage of the conformal structure of
spacetime and uses it to define the notion of asymptotic flatness in a coordinate indepen-
dent way by adding the “points at infinity” as a “null cone at infinity”.
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The basic idea is how the distance to infinity is measured. The physical distance
is infinite, but the coordinates can be freely chosen in such a way that the coordinate
distance is finite. Using this compactification of the coordinates, infinity is set at a finite
coordinate location. The coordinate compactification however implies that the metric
becomes infinite and this is what is solved by Penrose’s idea.

The physical spacetime is represented by a Lorentzian manifold M characterized by
a Lorentzian metric g4, infinite at infinity. A new regular metric g, is introduced with
help of a conformal factor €2:

~ab
Guo = PGy and  gP = ?2—2 (1.3)
The conformally rescaled metric g, is defined on a compactified auxiliary manifold M.
The physical manifold M is given by M = {p € M |Q(p) > 0}, so it is a submanifold of
M. The conformal factor €2 is such that it vanishes at the appropriate rate exactly where
the physical metric g, becomes infinite, thus giving a rescaled metric g,, which is finite
everywhere, and so allowing for a conformal extension of M across the physical infinity.
This approach has many beneficial properties. The first one is that conformal rescal-
ings leave the angles unaffected, so that the causal structure of M and M is exactly the
same. The calculation of limits for the fall-off conditions at M’s infinity is substituted by
simple differential geometry on the extended manifold M, therefore providing a geometric
formulation of the fall-off behaviour. The “peeling properties” found by Sachs could be
deduced by Penrose [124, 125] from the conformal picture in a coordinate independent
way.

1.2.1 Example: compactification of Minkowski spacetime

The following textbook example (see e.g. [I55] [73]) illustrates the conformal compacti-
fication procedure in a simple way. Let us consider Minkowski spacetime in coordinates
adapted to spherical symmetry, with line element

d&* = —dt* + di* + 7*do?, where do® = db? + sin® 0d¢*. (1.4)
We introduce the null coordinates v and v
w=1-—Tr, v=1t-+7. (1.5)

Constant v represents ingoing null rays, while constant u are outgoing ones. The only
restriction on the values that u and v can take is v — u (= 27) > 0. In terms of the null
coordinates the line element takes the form

1
ds® = —dudv + Z(v — u)?do?. (1.6)
The infinite range of the null coordinates is compactified by making the substitution
U = arctanu, V = arctanv, (1.7)

with coordinate ranges U,V € (=7, %) and V' — U > 0. The resulting metric is

1

d§? = —
cos? U cos? V

—dUdV + isnf(v —U)do?| . (1.8)
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It is not possible to evaluate this line element at the points U = 7 or V = £7, which
correspond to the infinity along null directions (denoted as .# (Scri)), due to the vanishing
denominator. Introducing a conformally rescaled line element ds? = Q2?d3? as indicated
in with conformal factor

Q2 =2cosUcosV, (1.9)

gives

52 = O%d3® = —4dUdV + sin®(V — U)do?, (1.10)

an expression that can indeed be extended to U = £7 and V' = £7 and even for |U|, [V| >
5. Defining the new compactified time and space coordinates

T=V+U, R=V -U, (1.11)
we obtain a Lorentz metric on R x S, which is the metric of the Einstein static universe:
ds* = —dT? + dR? + sin® Rdo”. (1.12)

The relations ¢ — (T, R) and 7 — 7(R,T) substituting , and ((1.11) give
the embedding of the initial Minkowski metric into the Einstein universe, so from
M=R*={i € (—00,00),7 € [0,00)} to M =R x §% = {T € [-7,7],R € [0, 7]}, not
taking into account the angular coordinates.

A (Carter-)Penrose diagram is used to show the causal structure in a compactified
way. The Penrose diagram in figure [1.1] where T over R are plotted implicitly, shows the
curves of constant Minkowski time and radius in the conformally rescaled picture. Except
for the leftmost vertical line connecting i~ and ¢+, which corresponds to the origin 7 = 0,
all other points in the diagram represent a sphere in terms of the angular coordinates that
have been suppressed. The solid lines in the diagram are spacelike hypersurfaces labeled

Figure 1.1: Penrose diagram showing the compactification of Minkowski spacetime. Null
infinity (.#) is denoted in this and the following diagrams as J.

by a constant value of £. They all extend from the origin # = 0 to spacelike infinity, the
point denoted by i° and where i = {T" = 0, R = 7}, corresponding to 7 — oo in the
original Minkowski spacetime. The dashed lines are timelike hypersurfaces of constant
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radial coordinate. They all originate at past timelike infinity i~ = {T' = —7n, R = 0}
and end at future timelike infinity it = {T" = 7, R = 0}. As the causal structure is
left unchanged by the conformal transformation, light rays should be depicted as straight
lines at +45° in figure For instance, outgoing light rays are shown with solid lines in
diagram b) in figure . Ingoing null rays are given by constant V' and they all propagate
to the left starting from the line labeled with %~ = {U = -7, |V| < 7}, which is called
past null infinity or past lightlike infinity. Equivalently, constant U determines outgoing
null geodesics that propagate to the right until they reach 4= = {V = Z,|U| < 7},
future null or lightlike infinity.

The original Minkowski spacetime is mapped to {|T+ R| < 7, |T — R| < 7} in M and
its conformal boundary consists of the pieces %, i* and .#*. As the conformal metric g
(used in the line element ) is regular at the boundary, M has a conformal extension
outside of the boundary. This conformal extension depends on the choice of the conformal
factor €2, while the conformal boundary is uniquely determined by the physical manifold
M, Minkowski in the present example.

1.2.2 Asymptotic flatness

To generalize from Minkowski spacetime, asymptotic flatness can be defined in the con-
formal compactification picture as [73] [100]:

Definition 1 (asymptotic simplicity) A smooth spacetime (M, Gap) is called asymp-
totically simple, if there exist another smooth manifold (M, Gau) that satisfies

1. M is an open submanifold of M with smooth boundary OM = &,

2. a smooth scalar function § exists on M, such that Gu, = 2gay on M, with > 0
on M, and that both Q = 0 and V,Q # 0 hold on .7,

3. every null geodesic in M acquires two end points on 7.

Definition 2 (asymptotic flatness) An asymptotically simple spacetime is called asymp-
totically flat if in addition its Ricci tensor R[g|. vanishes in a neighborhood of ..

Spacetimes which are asymptotically simple but not asymptotically flat are, for in-
stance, deSitter (dS) and Anti-deSitter (AdS) spacetimes, where the cosmological constant
A is positive and negative, respectively.

A compactification for the Schwarzschild spacetime equivalent to the Minkowski one
is shown in figure[I.2] The construction of the diagram is described in section As can
be deduced from the diagram, condition 3 in definition [I]excludes BH spacetimes, because
the characteristics that enter the BH’s horizon will not have an end point on .# ", but at
the singularity (denoted by the upper “R=0" in figure . Less restrictive conditions
are described in [125, [I55, 146]. This is due to the fact that when matter is present,
timelike infinity is not asymptotically flat. A BH spacetime is thus asymptotically simple
and asymptotically flat in the spatial and future pointing outward null directions.



1.2. Conformal compactification 7

Figure 1.2: Penrose diagram showing the compactification of the Schwarzschild spacetime.
In the same way as in figure , the dashed lines denote timelike surfaces (of constant
radial coordinate) and the solid ones represent constant-time spacelike surfaces.

1.2.3 Einstein equations for the conformally rescaled metric

The Einstein equations expressed in terms of the conformally rescaled metric g, are
given by [155]
_ 2 = = = 3 _ = — . 1 _ .

GGl + ﬁ(vavbQ — G Q) + @gab(VCQ)(V Q) + mgabA = T3z ]ab, (1.13)
where G[g]qp is the Einstein tensor of the conformally rescaled metric. The physical metric
appearing in the stress-energy tensor T}, has to be expressed in terms of the conformal
metric §u,. We now multiply the previous equation by Q? and evaluate it at .#, so setting
2 = 0. The stress-energy tensor is supposed to be finite, so that the following relation is
obtained:

(V) (VeQ)|, = —A. (1.14)

This indicates what kind of hypersurface null infinity is, depending on the value of the
cosmological constant:

e if A =0 (asymptotically flat), then V¢ is a null vector and .# is a null surface;

e if A > 0 (asymptotically dS), we have that V°Q points in a timelike direction and
# , being perpendicular to it, is thus spacelike;

e if A < 0 (asymptotically AdS), V°Q is spacelike and .# is a timelike surface.

From now on only the asymptotically flat case (A = 0) will be considered.

The second and third terms in formally diverge at null infinity, as Q| , = 0
holds there. However, together they attain a regular limit at ., because the equations are
conformally regular [76]. They are also divergence-free and satisfy the Bianchi identities
without requiring any additional conditions on Q [168] [I70]. This is important, because
it means that we can freely specify the conformal factor 2. There exists a preferred
conformal gauge choice [148, [126), [146], whose expression (4.16)) will be later discussed, that
ensures that the conformal factor terms have regular limits at null infinity individually.
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1.3 Spacetime slices

It is convenient to be able to solve the Einstein equations in an iterative way, preferably
as an evolution in time. For this, the problem is cast into the form of an initial value
formulation, which requires breaking the coordinate invariance of the Einstein equations
and slicing the spacetime to obtain an appropriate hypersurface where initial data can be
specified. This is also a common approach taken in numerical implementations.

-- r =const
— matched

-- r =const
— light ray

[ i~ i i
Figure 1.3: Penrose diagrams showing Minkowski spacetime foliated along different types
of hypersurfaces used in initial value formulations: a) Cauchy slices, b) characteristic
slices, ¢) Cauchy-Characteristic matching and d) hyperboloidal slices.

Different possible types of foliations of Minkowski spacetime are displayed in figure (1.3
in the form of Penrose diagrams:

a) Standard Cauchy slices: the solid lines represent constant-time spacelike slices (also
called Cauchy slices). They extend from the origin (the vertical line on the left) to
spatial infinity (i°), so that they are asymptotically Euclidean. This type of slices
are commonly used in numerical simulations, but they have two considerable draw-
backs regarding their use in numerical simulations. The first one is that the slices
actually extend to infinity, whereas an infinite number of gridpoints cannot be sim-
ulated computationally. Usually one would cut the slices at a certain value of the
radial coordinate and only evolve the interior part. In the diagram, a possible cut is
denoted by the thick dashed line. The solid gray lines denote the part of the slices
that is cut off in this procedure. However, setting a timelike boundary introduces
two extra problems: one of them is that the extraction of the radiation signals can
no longer be performed at infinity, where the global quantities are defined, so that
the calculation of the waveform at an finite distance from the source will necessarily
incorporate some error; the other problem is the treatment of the boundary. In a
numerical implementation, extra points outside of the integration domain have to
be filled in according to given boundary conditions to evaluate the derivatives, see
section [6.3] This transforms the problem into an initial boundary value problem,
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whose boundary conditions are very difficult to specify properly: they have to allow
radiation to leave the domain, preserve the constraints and not ruin the numeri-
cal stability of the system, among other requirements. Regarding the extraction
at a finite radius, the accuracy of the extracted signals has been widely studied
[130], 127, 128, [149]: even if some of the methods come quite close to the expected
values, there is a systematic error that cannot be estimated by convergence tests.

A possible way around the timelike boundary would be the compactification of the
spacelike slices. Nevertheless, this takes us to the second problem: as radiation
approaches spacelike infinity i°, its speed tends to zero and the waves start to pile
up. In a numerical simulation with limited resolution, at some point the waves
will not be resolved anymore, causing a loss of accuracy and even instabilities in
the simulation. Radiation should be naturally measured at future null infinity (%)
[71], as it also corresponds to the appropriate idealization of gravitational observers.

A possibility to overcome this problem is to extrapolate to # 1, e.g. as in [45].
This is done by extracting the wave signal at various radii, either along a series
of concentric spheres or along an outgoing null ray, and using it to calculate the
radiation signal at future null infinity.

b) Characteristic slices: here the solid lines show outgoing null or characteristic slices,
the paths followed by light rays that leave the spacetime. Ingoing null slices would
be represented by straight lines perpendicular to the solid ones. Expressed in null
coordinates the equations simplify significantly and compactified outgoing charac-
teristic slices are well suited for GW extraction, as they reach .#*. However, the
coordinates are not flexible and if the gravitational field in the interior part of the
spacetime becomes strong, they are likely to create caustics, where the generators
of the null geodesics become tangent. A treatment of caustics has been proposed
at the theoretical level [147] with views towards a numerical implementation [79],
although to my knowledge it has not been attempted yet. The idea is to include the
singularities that arise at the caustics as part of the evolution. For more details, see
e.g. [157].

¢) Cauchy-Characteristic matching / extraction: in this case the solid lines that
represent the slices are a match between spacelike and null slices 30, [32], performed
at a timelike interface that is indicated by a thick dashed line. The interior of the
spacetime (where the source dynamics takes place) is described by Cauchy slices,
but the GW radiation emitted by the central system is tracked and extracted using
characteristic slices. The Cauchy data serve as an interior boundary to the charac-
teristic part and the characteristic data are used in the boundary conditions for the
interior Cauchy slices. The causal nature of the slice changes at the matching point.
Stability problems may arise in a numerical evolution due to the interpolation at
the interface between the interior Cartesian code (Cauchy part) and the exterior
spherical code (characteristic part).

Another approach that takes advantage of Cauchy and null slices is the Cauchy-
characteristic extraction [33], 31, [I73]. Here the Cauchy evolution supplies data for
the inner boundary of the characteristic evolution, but the characteristic evolution
does not provide data for the boundary conditions of the Cauchy slices. This avoids
the instability problems present in the Cauchy-characteristic matching procedure
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and allows a radiation extraction free of finite radius approximations. However, the
Cauchy integration domain becomes smaller in time, because the part affected by
the boundary grows with time. This implies that a long evolution requires a large
initial Cauchy slice, which can become quite expensive computationally.

d) Hyperboloidal slices: hyperboloidal slices are spacelike slices that tend asymptot-
ically to null slices and reach .# (while being spacelike). The solid line shows a
family of them. A property of hyperboloidal slices is that asymptotically the metric
that describes the system has constant non-vanishing curvature. More specifically,
the slices shown here have a constant trace of the extrinsic curvature and are called
constant mean curvature (CMC) slices. Hyperboloidal slices are spacelike slices and
thus do not have the coordinate problems that characteristic ones have, while also
allowing for an appropriate GW extraction. The boundary of the integration do-
main can be put either right on .#* or in the unphysical extended region. As
is an ingoing null surface, no radiation can enter the integration domain from the
unphysical part. Numerically this is not completely true, as numerical modes with
superluminal speeds may indeed enter through .#*, but their effect is expected to
converge away with resolution. Unlike the Cauchy problem, which is global in the
sense that a single slice determines the entire spacetime, the hyperboloidal one is
semi-global, because a slice intersecting .#* can only predict the future, not its past.

Hyperboloidal foliations are especially interesting and convenient compared to the
other possible foliation options. They have the ideal asymptotic behaviour, reaching future
null infinity and allowing for an unambiguous radiation extraction; the propagation speed
of the radiation is always finite; the causal character of the foliation does not change, the
slice is always smooth and spacelike and thus as flexible as a Cauchy slice. The numerical
implementation of the problem poses however several difficulties, such as the treatment
of the divergent terms, thus making it a challenging problem that motivates the work
contained in this thesis.

1.4 Ingredients for the hyperboloidal approach

Behaviour of .#+

In the numerical setup the location of .#* is given by Q = 0. For this reason, an important
point in the implementation is the behaviour of the conformal factor €2 in time, which
we can choose. It can be evolved in time with the rest of evolution variables, so that the
position of #* will move in the integration domain, or its prescribed value can be kept
fixed in time.

The asymptotically flat case of implies that future null infinity is an ingoing null
surface. When evolved in time, the physical domain to the left of .#* will become smaller
in time, as if it was moving outwards through .#* at the speed of light. In a numerical
simulation this translates to a loss of resolution, because the number of grid-points in the
integration domain decreases with the iterations.

A simple solution is to fix the position of # 7 in the numerical grid, where an especially
interesting choice is to make it coincide with the outer boundary of the integration domain.
This can be achieved using a scri-fixing gauge [70], which is obtained by imposing certain
conditions onto the gauge variables.
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Bondi coordinates

Null infinity is a shear-free null hypersurface. It can also be made expansion free by
satisfying the preferred conformal gauge condition . The most convenient gauge at
null infinity is to choose Bondi coordinates, because they correspond to inertial observers.

If the time vector flows along .#* and the preferred conformal gauge is satisfied, the
null generators of .#* are geodesic and their affine parameter can be identified with the
Bondi time, the only type of time coordinate which will not deform the signal.

1.5 Brief history of the hyperboloidal initial value
problem from a numerical perspective

Taking Penrose’s idea [124] [125] as a starting point, Friedrich pioneered the work on the
conformal extended spacetime [75]. Starting from he derived the Conformal Field
Equations (CFEs) and showed that their solution for the conformally rescaled metric gy
on the conformal extension M transforms to a solution of the physical metric g,, on the
physical spacetime M. Imposing general gauge conditions to obtain the reduced system
of the CFEs, the regularity of the equations could be manifestly shown; it was found that
T is smooth during evolution provided that the initial data on the hyperboloidal slice
are smooth [77,[78]. The final system of equations includes about 60 component equations
in total, more than usually solved by conventional codes.

The CFEs have been first tested numerically in a metric-based formulation by Hiibner:
in spherical symmetry [97] and in a more general three-dimensional framework [94], 93, 96,
95]. The simulations by Hiibner had a small initial perturbation amplitude, so that Husa
[99] studied the system for larger amplitudes. It was found that the equations were prone
to continuum instabilities [103], [[00]. Another numerical approach by Frauendiener [69,
70, [71] took the form of a tetrad formalism, where a tetrad and its connection coefficients
were used as variables. These simulations were performed in axisymmetry.

An alternative approach was taken by Zenginoglu [I71) 169, 170, 172], who imple-
mented a free evolution in spherical symmetry using the generalized harmonic formula-
tion. The conformal factor {2 was chosen to be time independent and the coordinate gauge
satisfied the preferred conformal gauge condition 7 that imposes Bondi coordinates
at £, Preliminary results for Schwarzschild in spherical symmetry, as well as the de-
tailed implementation that lead to them, are found in chapter 2 of [168]. This approach
has also become the standard method for solving the Teukolsky equation [167, 90].

Regarding a constrained evolution, appropriate conditions for regularity at .# ™ and in-
dications on how to solve the conformal constraint equations are given in [14]. A numerical
implementation of the hyperboloidal initial value problem, using a partially constrained
evolution scheme (solving a constraint for the conformal factor at every time-step), was
performed by Rinne and Moncrief [131] 132]. The resulting axisymmetric code allowed
the calculation of the outgoing radiation field at .#*.

Another approach based on the tetrad formalism was suggested by Bardeen, Sarbach
and Buchman [24]. Tt consists of a first order constrained hyperbolic system with the
connection coefficients as evolution variables.

Efforts on hyperboloidal initial data have been performed in spherically and axially
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symmetric spacetimes in [139], and as hyperboloidal Bowen-York initial data in [53].

1.6 The approach of this work

Here we will mainly follow Zenginoglu using a time-independent conformal factor {2 and
a free (unconstrained) evolution. A considerable difference to the Conformal Field Equa-
tion’s approach is that here we will first set our conformal and coordinate gauges (scri-
fixing and gauge evolution equations with appropriate source functions) and then make
sure that the resulting set of equations is regular. 341 decomposed formulations of the
Einstein equations, namely the Baumgarte-Shapiro-Shibata-Nakamura (BSSN) [141], 27]
and Z4 [35], 36] formalisms, are chosen with the aim of testing the hyperboloidal initial
value problem with a setup commonly used in current numerical codes. A description
of the approach used and the results obtained, that will be extensively explained in this
thesis, are presented in [154] 153].

A sensible starting point is to test the system in spherical symmetry. Expressing
the equations in spherical coordinates simplifies them drastically, makes their numerical
implementation quite simple (a one-dimensional spatial grid evolved in time) and the
resulting code provides results much faster than a three-dimensional one. In spite of
the simplifications, the critical part embodied in the regularization of the radial coor-
dinate is maintained even when imposing spherical symmetry, so that the methods and
results from the spherically symmetric case are expected to also apply to the full three-
dimensional case, at least to some degree. Besides being a first step towards solving the
three-dimensional problem and so allowing to extract the GWs signal at null infinity, the
spherically symmetric approach can also provide results for other interesting aspects of
gravity, such as the collapse of scalar fields into BHs, perturbations of single BHs, which
can be either Schwarzschild or Reissner-Nordstrom BHs, etc.

1.7 Outline of the thesis

The thesis is structured as follows: in chapter [2| I will review the derivation of the 3+1
decomposed formulation of the Einstein equations including the divergent terms at null
infinity, then transform them into their Generalized BSSN (GBSSN) and Z4 conformal
(Z4c) formulations, which are commonly used in current numerical simulations, and finally
present the spherically symmetric reduction that will be implemented. Chapter (3| is
devoted to describing the calculation of appropriate initial data, as well as the study
of hyperboloidal foliations in spacetimes including a spherically symmetric BH. A very
important ingredient are the gauge conditions, which play a critical role in the simulations
and require special adjustment and tuning to obtain well-behaved numerical evolutions;
they are discussed in chapter [d In chapter [ I present the conditions that the equations
have to satisfy at the continuum level to result in a well-behaved evolution, as well as the
regularity conditions that have to hold at null infinity. Chapter [6] describes the numerical
implementation in the code. The main experiments performed are explained in chapter
and the results obtained are presented in chapter [§l A discussion of the achieved goals
and future prospects of this work follow in chapter [0} The expressions used to construct
the Penrose diagrams are included in appendix [A]
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Initial value formulation

We will adopt the abstract index notation for the derivations in this chapter. Abstract ten-
sor indices will be denoted by a, b, c, ..., four-dimensional tensor components by u, v, o, ...
and three-dimensional tensor components by i, 7, k, ... . Most of the algebraic derivations
were performed using the Mathematica package xAct [113].

2.1 Conformally rescaled equations

The Einstein equations written in terms of the rescaled metric g, = Q2%Ga have
already been presented in section [1.2.3| as (1.13]). In this work we will restrict to the
case of a vanishing cosmological constant A = 0. We will derive the equations for our
initial value problem within the Z4 formalism [35] B6]. More specifically we will derive
the conformally rescaled equations starting from the Einstein equations for the physical
metric Ggp:

Gld)ab + 2V (0 Zb) — GV Ze — 1 (27102t + K2 G 1°Z:) = 87T [§]ap- (2.1)

Here again G[glay = R[g)as — 39 R[7] is the Einstein tensor constructed from the physical
metric and T'[g], is the stress-energy-momentum tensor. The extra dynamical quantity
Z, introduced in the Z4 formalism appears in the constraint propagation terms of the
Z4 formulation (second and third terms in (2.1))’s left-hand-side (LHS)) and its damping
terms [83] proportional to the timelike normal vector n* (with the parameters x; and ko
chosen empirically). The Einstein equations are satisfied when the field Z, vanishes.
The vector n® is defined as the future-directed normal to a three-dimensional spacelike
hypersurface 3, labeled with a constant value of the parameter ¢ (that will be interpreted
as the time). The normal vector n* is such that nn, = —1 is satisfied (it is a timelike
unit vector). Under the conformal rescaling for the metric the unit normal vector

transforms as:
ﬁCL
n® = T and Mg = Q7. (2.2)
A conformal transformation leaves the orientation of the objects (and thus the causal
structure of the spacetime) invariant, so that 7% continues to be perpendicular to the now
transformed hypersurface ¥, and the transformations in are set in such a way that

nn, = —1 is satisfied.

13
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The transformation of the Ricci tensor due to the conformal rescaling of the metric is
(see a standard textbook like [155])

N _ 1 - = - 3 _ = .

R[Glay = R[Flap + §<2vavbQ + GaplI€2) — @gab(VcQ)(V Q). (2.3)

It is calculated by means of the transformation of the connection, which is also shown
here for completeness:

B 1

ab = “ab 0

e, =T¢ (65VuQ2 + 05 Va2 — GV a2) . (2.4)
Under the conformal rescalings of the metric and the normal unit vector the Einstein
equations become

R1

G[q)ap + 2V (0 Zb)y = GV L + —Z(avb)ﬂ )

a9 (270 Z) + K2 Gab T1°Ze) = 87T [ ]ap, (2.5)

where the physical metric appearing in the stress-energy tensor is expressed in terms of
the rescaled one, g4, and all indices are raised and lowered with the conformal metric g,
whose covariant derivative is denoted by V and [J = §g**V,V,. The Einstein tensor of the
physical metric, G|[§]a, is related to that of the conformal metric, G|[g]q, as

- _ 2 - = - 3 _,
Glglab = G[glap + ﬁ(vavbﬁ — G I2) + mgab(VcQ)(V Q). (2.6)
By setting Z, to zero the two previous equations reduce to (1.13)) with vanishing cosmo-
logical constant.
The Z4 quantities were introduced in the physical Einstein equations (2.1)), but adding
them at the level of the conformal metric equations is in principle also feasible. In this

case, (2.5) would look like
G[g]ab + 2v(a2b) — galﬁch — K1 (2 ﬁ(aZb) + K2 Gab T_LCZC) = 8#T[%]ab. (2.7)

There are no divergent conformal factor terms multiplying the Z4 variable. Although
this last expression could a priori be expected to present better stability properties than
, the divergent damping terms appearing in actually play a decisive role in
controlling the continuum instabilities that arise in the equations. This will be explained

in subsection [7.3.3]

2.2 3+1 decomposition

2.2.1 341 foliations

We will now slice the conformally compactified spacetime into three-dimensional spacelike
hypersurfaces following the common procedure. The normal to the spacelike hypersurfaces
¥, defined by a constant value of the parameter ¢, was introduced in . It is expressed
in terms of the parameter ¢ as a future pointing vector:

Mg = —aV,t or equivalently n“ = —O@ab@bt- (2.8)
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The scalar quantity « is called the lapse function and satisfies a = (— gab?at?bt)_l/ 2,
It can be interpreted as the proper time elapsed between the hypersurfaces as seen by an
observer moving along the normal direction (d7 = adt).

The change of coordinates between two hypersurfaces ¥, and int can be expressed as
x4 =« — B'dt. The three components of a vector 5 control the change in coordinates
in the three spatial dimensions from one spacelike hypersurface to the next and belong to
the vector S* = (0, 8%)T, called the shift vector. The shift vector is spacelike, so that it is
orthogonal to the timelike normal: n,3% = 0.

The time vector ¢ is defined in terms
of the previous quantities as:

t7 = an® + B (2.9)

It is tangential to the time lines, the lines
with constant spatial coordinates. In gen-
eral t, # V,t, because the previous rela-
tion and (2.8) yield t, = —a?V,t+3, (with
Ba = Gap?). Using the definitions of t* and
N, we obtain that t*V,t = 1, which means
that ¢% is a basis vector and V,t is a basis

covector.

The interpretation of (2.9) is that the the points A and B. Neither tildes nor over-
. . bars are added to the symbols, as this de-
evolution from one slice ¥; to the next one

is determined by the lapse and the shift: composition is valid both in the physical (de-
The first determines the proper time along noted by tildes) and in the conformal (de-
the vector n® and the second regulates how noted by overbars) pictures.

spatial coordinates are shifted with respect

to the normal vector.

Figure 2.1: Two spacelike slices >; and Y, 4
and the change in the coordinates between

2.2.2 3+1 decomposition of the variables

The tensors that appear in the equations are projected perpendicular to the spacelike
surfaces or tangential to them. To project them perpendicular to 3, (that is, parallel to
n%), the tensor has to be contracted with 7%. The projection tangential to ¥; (normal to
n®) is performed using the projection operator

1y = 6 + nny (2.10)
to contract the quantities. To illustrate the 3+1 projection procedure, the decomposition
of a tensor T, ° is given by

T,b =607 = (15— nen®) (L) — ngn®)T.*
_ Teybmd  7¢— —bpd _ Tb- —epd | = —c— b d
= 1, 1 7T.%— L nnT.* — Ln.nT.* +nnngn’T. . (2.11)
The first term in (2.11))’s right-hand-side (RHS) is the tangential term and the last one

is the normal term, while the other two terms are mixed. Each index of the tensor has to
be projected.
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Metric

The result of applying the projection operator to the metric J__ZJ__Zng = 7, gives a space-
like projection of the metric 7,4, induced on ¥; from the four-dimensional metric g,;,. The
relation between the original metric and the spacelike projected one is

Wab = gab + ﬁobﬁba (212)

where we used the relation n*4,, = 0, which holds because 7, is spacelike.
The three dimensional space on the spacelike hypersurface ¥; can be described using
the three dimensional spatial part of 7,,, that will be denoted by 7,:

di* = 7;;dx'da? . (2.13)
Note that % is not the inverse of the projected metric 7,;. Their relation is
Y = % = 2 = Ly = 6 + A7y, (2.14)

The spacelike four-dimensional metric 5 and #,, can be considered as the projection
operator with indices raised or lowered with the four-dimensional metric .

The components of g, are expressed in terms of «, §* and ¥;; for its decomposition.
For this, each of its components has to be determined. They are given by g,,, = gabezef’/ as
follows, where the relations 7%, = —1, 8%, = 0, B* = (0, )", A, L; = 0 and B, L} = B
have been used:

Joo = Japeled = gt t’ = t, = (an® + %) (ang + Ba) = —a® + BB, (2.15a)
Goj = Gaele) = Gut’el = tyel = (amy, + B) L] = B L] = B, (2.15b)
Go = Jaeieg=-..= B (2.15¢)
i = Jaeie =guliLl; =7 (2.15d)

The four dimensional metric g,, and its inverse can be written as

2 k X _ j
Juv = ( @ ‘Ezﬁkﬂ % > and g = ! ( 521 062,—}/2‘]‘6_) Big ) . (2.16)

Vij o?

Using (2.12)) and the fact that now the normal timelike vector in components takes the

form 7, = (—a,0) and 2* = (1, —%)7, the spacelike projection 7, and inverse are given

by
_ BiB* B; ) _ ( 0 0 >
y = _ and = i - 2.17
Tn ( B Yij 7 Y ( )
The line element now takes the form
ds* = (—a® + Bif') dt* + 2B,dtdz’ + ¥;;dx' da’ . (2.18)

The index of the three-dimensional shift vector has to be lowered with the three-dimensional
spatial metric 8; = 7;;37.
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Extrinsic curvature

The Einstein equations contain second derivatives of the metric, so that second order
derivatives in time will appear in the decomposition. To express them as a first order in
time system a new variable has to be introduced: the extrinsic curvature K, is defined
as
Kab = _lzﬁcnb = _(?aﬁb + ﬁaﬁc?cﬁb)- (219>

It is a purely spacelike and symmetric tensor that describes the curvature of the spacelike
hypersurface ¥, with respect to its embedding in the four-dimensional spacetime. The
sign convention is the common one in Numerical Relativity, opposite to the one used in
[155].

The extrinsic curvature K, can also be expressed using the Lie derivative along the
normal direction Lj:

Eﬁ’?ab = ﬁcvc’j/ab + f?acvbﬁC + ﬁcbvaﬁc = .. = ngcﬁb + i/lfvcﬁa = _2Kab‘ (220>

Here the relations n*Vyn, = 0, Vega = 0 and the symmetry property of K, have been
used. The extrinsic curvature can now be expressed in terms of the spacelike projection
of the metric:

_ 1
Kap = —§£ﬁ%b. (2.21)

2.2.3 3+1 decomposition of the equations

The spacelike equivalent to the covariant derivative V, that acts on spatial tensors is
the “projected” covariant derivative D, = J_—va- The projection operator J__Z has to
be applied to all the indices in the expression, not just V,. The new three-dimensional
spatial covariant derivative applied to the three-dimensional spacial metric vanishes:

Dy¥ij = 0. (2.22)

Decomposition of the Riemann tensor

An intermediate step to decomposing the Einstein equations in (2.5) is the decompo-
sition of the four-dimensional Riemann tensor R[g]%y.q. We perform three independent
projections:

e Full projection onto the spacelike hypersurface 3; - Gauss-Codazzi equation:
lle{ileR[g]efgh = R[Vabed + Kae Kpg — Kag Kpe. (2.23)

e Projection onto 3, of the Riemann tensor contracted once with the normal vector -
Codazzi-Mainardi equations:

L1 190 R]glesga = Dy Kae — Dy K. (2.24)

e Projection onto ¥; of the Riemann tensor contracted twice with the normal vector
- Ricci equations:

- _ 1. _ L
L1 0 R]glapsa = Ln Kae + —DoDoct + Koq K2 (2.25)
(@8]
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The Riemann tensor R[g]abcd is a function of t}le spacetime metric g,,, whereas the
“induced” Riemann tensor R[ﬂ‘y]abcd that describes ¥;’s curvature is expressed in terms of
the projected metric 7;;.

Derivation of the 341 equations

The following relations will be used in the decomposition of the Einstein equations:
Tac7bd yr— _ —a— _ —a— _
L1 R[Glasea = R[g] + 20°R°R[§]ap = 20°7°G[G]us, (2.26a)

Tab_

1Rlgle = L“A°G[glu, (2.26D)

where R[g|., and R[g] are the four dimensional Ricci tensor and scalar and G[g|q is the
four dimensional Einstein tensor G[gley = R[§]ap— % gavR[g], all of them expressed in terms
of the conformal metric Gu.

Contracting the Gauss-Codazzi equation 1} twice (using 1% = 4%) we find that
11" R[Glaved = R[Y] + K? — Koy K, (2.27)
where K = K¢ the trace of the extrinsic curvature tensor. Substituting gives
207" GGl = R[F] + K* — K K. (2.28)
Finally we use the Einstein equations for the conformal metric ((2.5) and (2.6))

R[]+ K? — KK
4 (1 DaDy2 + KLz Q) | 6 [(£:0)? — (D) (D))
Q " 02

27D .
ot 2K1 (2 4+ Kg) © _ore- 8O L)
o Q Q

—2K0O +2D, 2% —

= 16mp. (2.29)

The scalar quantity p denotes the local energy density as measured by observers following
the normal trajectories to the spacelike hypersurfaces and is defined as p = 727§ ap.-
The variables © and Z, are introduced as the projections of Z, along the normal and
tangential directions to 3, respectively. The decomposition of the Z4 quantity is thus
Z, = Zy+ 1,0, where © = —n*Z, and Z, = J_ZZb.

From the Codazzi-Mainardi equations ([2.24)) and using ([2.26b)) one obtains
10G[g)re = L°A°R[glpe = DK — Dy K. (2.30)

Substituting the field equations and writing J* = —labﬁCT[g]bc for the momentum density
measured along the normal direction gives

D,K® — DK
2 [K®DyQ 4+ 4% Dy (L) _ Z°
_ |: ity b( ):| _QKabe_ k1
Q QO
_ ~*QD 270 D, 27°L:)
+7%D,0 — 1 - ] G~ ALl — = = 8wt (231)
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Contracting only once the Gauss-Codazzi equation yields the following relation:

LT (R[Gly + 77 R[G)edes) = RAlay + K Koy — KaoKE. (2.32)

a

The second term in its LHS can be substituted by the Ricci equations ([2.25)), while the
first one appears in the projection of the Einstein equations written in terms of the Ricci
tensor, which is

—e—d o ~c-d _ _ _efrr- VoV Q + G0 35,(VeQ)(VEQ)
LolpRlglea = Loly [877 (T[g]c — 19049 fT[g]ef)_< - _ 0
_ = AZVQ 20,2V k1 (2702 — (14 K2)Gab N2
— (292, + (Qb) B ng R (202 (Q 2)Gab )) (233)

Performing these substitutions and introducing a new variable S,, = J_ZJ_ZT [G]ca as
the spatial stress tensor (S = S, “), an evolution equation for the extrinsic curvature can
be derived:

_ 1. _ - o ) ] -
ﬁﬁKab = _aDanOé + R[:}/] — QKG,CKIS + Kab(K _ 2@) + 2D(aZb) B l‘il( +£2)7 b@
+3’_Yab [(8&2)2 _ a2DcQDCQ] N 474Dy N 2D,D,0 - 27up Z¢ D02
3 B a2Q)? B - 9] B 0 0
FapDaDY A AR 2K L0 (K —20)L:Q  FupLrLlrf2
+ o0 + 0 + O + a 3
+4T [V (S — p) — 2Sa)- (2.34)

Decomposed evolution and constraint equations

Even if the induced quantities on the spacelike hypersurface ¥, are four-dimensional,
the information is encoded exclusively in their spatial components. This means that in
the adapted coordinate system that has been chosen, we do not need to consider the
timelike components. From now on the indices in the equations will thus only cover the
three spatial coordinates. The Lie derivative along the normal direction £,, can also be
expressed in adapted coordinates as L = é@ 1, with 0, = 0, — L3. The three-dimensional
spatial metric 7, is used to raise and lower indices, and we use the notation A= 4% D, Dy,

Using ([2.21]) as evolution equation for the physical metric and solving ([2.29)), (2.31))
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and (2.34) for 9,0, 8, Z, and 9, K, respectively, the equations of motion are finally

019 = —20Kg, (2.35a)
= _ o S - k1(1 4 K2)¥ap© = =
0 Kyp = « R[ﬂab — 2K, Kp. + Kab(K — 202466) + QD(GZb) - Q — DD,
+3’7ab [(8LQ)2 - QQDCQDCQ] + 4OKZ(an)Q + 2OlDbDaQ . 2a'7achDcQ
o af)? B - Q - Q Q
Yap DD, aﬁabAQ 2K .40, 9 ﬁab(K - 26’240('—))8lQ
+ Q * Q * Q + Q
Yap01 @01 Yap01 012 _ -
_ _ _ 2K1(2 © _
0,0 = % [Rm — K K® + K(K — 2C24,0) + 2D, 2% — ’“1(5"2) — Cp4eZ"Dyar
3 [(8LQ)2 — OzzDaQDaQ] 20\ 2([( —2C74.0)0,Q
+ 2 + Q + O - 87Tc_vp, (2.35¢)
0.7, = a [Db;‘(g DK+ Dy6 262"~ 2] 0y 0D,a ¢ 22O
2D,0.9Q 2aK,’DyQ)  27,0,Q 2D,ad
JZZaOLt Z00a T e RO Srada, (2.35d)

Q Q Q afl

while the Hamiltonian and momentum constraints are given by

_ o 6[(0.0? = a’DUQD.QY]  4AQ 4K, Q
= RIA] — K., K% + K2 -1 2.
H = R[] ab + K* + 202 + q + o0 6mp, (2.36a)
_ __ 2K®D,Q 23%D,0,Q  27%D 0
MO = D,E® — 5% D, K — bt 297D TTDOL o e (2.36b)
Q af) a2}

The evolution equations of the Z4 variables can also be expressed as

_ _ 2%1(2 + 112)0 _ 402400,
0,0 = % [7—[ — 2024.K0O + 2D, 2% — “1(;;’”)] — 02429 Dacr — % (2.37a)
_ _ Z, _ 200D,Q 27,09
0.7, = a [MaJrDa@—ZKabe— ’“Q ]—02409Daa+ a - T (23T)

where the dependence on the constraints has been explicitly written.

Dropping the conformal factor terms and the Z4 terms, the equations , (2.35b)),
and are the Arnowitt—Deser-Misner (ADM) equations [19], specifically
in the form obtained by York [163]. In the original ADM formulation a multiple of the
Hamiltonian constraint appears in (2.35b])’s RHS.

The coefficient Cy4. is introduced to label the Z4 non-damping non-principal-part that
are treated differently in variations of the Z4 formulation. For Cz4. = 0 those terms are
dropped in an equivalent way as done in the Z4 conformal (Z4c) formulation [28| [156],
while for Cz4. = 1 all Z4 terms are kept as in the conformal and covariant Z4 (CCZ4)
formulation [13].

2.2.4 Relation between physical and conformal quantities

The 341 decomposition just performed is formally the same in the conformal and in the
physical picture. The physical extrinsic curvature K, can also be expressed in terms of
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the physical projected metric metric ., as

Koy = —3LiAab = —5201Yab or equivalently Koy = — j_; VT, (2.38)

Using the transformation from the physical to the conformal metric (1.3)) and (2.21), the

relation between the physical and conformal extrinsic curvatures and their traces K = K¢
can be found.

A list of the transformations between the conformal and physical (denoted by a tilde)
versions of the most relevant quantities presented so far is

Jab = Q2§ab ~ gab = @7 (239&)
_ ~ = Ya
Fab = P Tap b= o (2.39b)
a=0a & a= % (2.39¢)
_ % %/abaLQ - 1 - Yab OLQ
K, = QKab~ % — Ky = QKab Q2 (239d)
I K SaLQ = = 38LQ
K== - K =QK 2.
o az T (2.39%)
5 3
O=5 © 6-06. (2.39¢)

Note that the shift vector 8¢ does not change under the conformal rescaling.

2.3 Generalized BSSN and conformal Z4

The 3+1 decomposition just performed yields the ADM-York equations (+Z4 terms).
In general, the numerical implementation of the ADM equations in unconstrained form
behaves badly due to the fact that their initial value problem is not well-posed [106] in
absence of spherical symmetry. They can however be used as a starting point to derive
some well-posed formulations of the Einstein equations. The aim of the work presented
here is to test a numerical implementation of the hyperboloidal initial value problem
in spherical symmetry using common techniques. For this purpose we will choose two
formulations with well-posed initial value problem widely used in numerical codes. The
reason for implementing two different formulations is that, when the numerical simulations
are unstable, they can provide information about these instabilities from two different
sides, helping to understand how they are originated and what can be done to cure them.

The mentioned formulations are the Baumgarte-Shapiro-Shibata-Nakamura (BSSN)
equations [I41l 27], also called BSSNOK for the first formulation [118] by Nakamura,
Oohara and Kojima, and the Z4 formalism [35] [36]. A useful feature of the BSSN for-
mulation is that the spatial metric is split off into a conformal factor and the remaining
metric part. This has also been introduced in some versions of Z4, like the Z4c formulation
[28, [156] or the CCZ4 system [13].

In the traditional BSSN formulation, the determinant v of the conformal metric 7.,
defined in (2.41]), is assumed to be unity. This is appropriate in the case of Cartesian
coordinates, but it is incompatible with coordinates adapted to spherical symmetry. The
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Generalized BSSN (GBSSN) [49, 50] formalism does not impose this restriction on the
determinant of the conformal metric and is thus very useful for spherically symmetric
simulations.

The formulations of the Einstein equations that will be used for the numerical work
presented here are the GBSSN system and the Z4c system, expressed in such a way that
on can easily switch between one an the other when performing the simulations. We will
now proceed to the derivation of these formulations, starting from (2.35) and (2.36)).

2.3.1 Formulation and variables

The GBSSN and conformal Z4 systems evolve a conformally rescaled version of the spa-
tial quantities. This spatial rescaling introduces a conformal factor y, a scalar quantity
that can be expressed in terms of the determinants of the spatial metric ¥ and of the
conformally rescaled spatial metric v as

X = (%) . (2.40)

Instead of y, the spatial conformal factor can also be expressed using the variables ¢,
related as ¢ = —1Iny and xy = e ™%, or ¢, with ¢ = x"/* and x = ¢~*. Given that the
determinants of the metric vary during evolution, the quantity x is evolved with the rest
of evolution variables.

In this way a conformally rescaled spatial metric 7, is defined by the rescaling of the
spatial metric 7,5 (the induced spatial metric from the conformally compactified g,;) and
the spatial extrinsic curvature K, defined in is also conformally rescaled into a
new K in a similar way:

,Vab
Yab = X Vab and v = = (2.41)
_ Kab
Ka = x K and )G (2.42)
X

The rescaled extrinsic curvature tensor is divided into two parts, given by its trace K
and a trace-free tensor Ag: Koy = Ay + %%bK . The trace-free part is defined as

1 _
Aab - Kab - g’}/abK~ (243)

The transformation rules of the introduced quantities are derived from the previous re-
lations: the trace of the extrinsic curvature is left unchanged by the spatial rescaling,
K = [_(ab"y“b = Kabfy“b, while the trace-free part transforms in the same way as the extrin-
sic curvature itself: Ay, = x Agp, having defined Ay, = Ky — %%bK .

Introducing a new variable is required for hyperbolicity (see section . Doing so
will allow us to write the Ricci tensor in such a way that it resembles the “spatial part” of
the wave equation (the first term in the RHS of (2.54))). This variable is used in [50, 12]
and is defined as

AT* =T — T, (2.44)
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The quantity I'* was included in the original BSSN formulation [27] and is called the
conformal connection. It is a contraction of the Christoffel symbols I'j, constructed from
the conformal metric 7,:

1
I =~"T¢ = ———0, (V77™), (2.45)
Similarly, we define I'* = ~*T¢  where I'% is connection constructed from a time-

independent background metric 44. It is useful to make the value of 9,,’s components
coincide with those of a stationary solution of the spacetime. For instance, choosing the
flat metric in Cartesian coordinates gives f“c = 0 and AT'* = I'?, like in the original BSSN
formulation.

An equivalent way of defining AI'* is with help of the quantity AL}

AT = 4*Al'? where A% =T¢ —TI¢. (2.46)

The actual variable that will be evolved by the equations is not AI'* but A®, which
will substitute the Z4 quantity Z, as evolution variable by

A" = AT + 24 7, (2.47)

Optionally the trace of the extrinsic curvature K can be mixed with the scalar Z4
variable © providing a new variable K, which is the approach we will take here for
similarity with the original BSSN formulation:

K=K -20. (2.48)

2.3.2 Derivation of the equations

The starting point are the 341 decomposed equations (2.35) and (2.36). Common instruc-
tions for the derivation of all equations are the substitution of 7,, = % and its inverse, as

well as K, = % [Aab + %%b(K + 2@}. The covariant derivatives D, associated to 7, are
to be transformed to the derivatives D, associated with ~,,. Their transformation when
applied to a scalar quantity, e.g. «, is trivial: D,o0 = D,ce. When applied to tensors, the
difference between the connections associated to 7., and to ., given by the following
relation, has to be taken into account:

_ 200,0e)X — 7 “YoeDax

po=Tp — (2.49)
b b 2y
Some useful relations that relate the ADM quantities to the GBSSN ones are:
_ DaDpx +7ab A X DaxDox + 37aDxDex
R = R[v]a+ — - : (2.50)
2x 4x
_ 5D D,
R[Y] = xRh]+248x-— 7;; X (2.51)
_ 2D, aDyx — Yo D aD,
DyDya = DyDyo+ —— ")X2 Jab X (2.52)
X
Ao = xANa— %DaaDax, AQ=xAQ— %D“QDax, (2.53)

Similarly as before, A = v D,D,. The spatial conformal metric 74 is used to raise and

lower indices for all quantities, except those of Z,, J* and M%, which are moved with

Vab = % and its inverse.
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Ricci tensor

The quantity AI'j, can be introduced in the equations by expressing the spatial Ricci
tensor related to 7y, in the following way [12} 50]

1 A T N e
R[’Y]ab = _EVCdDCDd’Yab + P)/c(an) Al — ’VCdee(aRh/] b)cd
+7° (28T, AT byeq + AT Aleq) (2.54)

where AT, is defined in (2.46). The covariant derivative D, is associated to the time-
independent background metric 4,;, and thus relies on the connection functions fgc. The
quantity R[¥]%eq is the Riemann tensor built from the background metric 4,,. The con-
traction of this Ricci tensor will be substituted in the Hamiltonian constraint (and

(2.68al)) and is given by
1 L
R[] = v RA]w = —§’Yab’YCchDd’Yab + DyAT® + 4y ATE, (2AT peq + Al epa) - (2.55)

For the Ricci tensor and scalar in the evolution equations (2.64c)) and (2.64f) (and
([2.66¢]) and ([2.66f))) respectively, we will use the following expression and its contraction:

1 N T A e
R[’Y]ab + 2D(aZb) = _§W/CchDd’Yab + Vc(an)Ac - ’YCd’}/e(aR[ﬁ)/]b)cd
+7° (2AT¢, AT peq + AL Aleg) - (2.56)

The reason for this difference is that in this way the Z, dependence is included in the
evolution variable A® according to ([2.47)).

Evolution equations

e In the calculation of the evolution equation for y ([2.64a)), the operator 0, is applied
to its definition in terms of (2.40)). The equation of motion of the determinant of
the spatial metric 4, is to be substituted with

9, Iny = —2aK. (2.57)

This expression is derived by contracting (2.35a]) with 5%° and using the relation
A% A = 01 In 7, valid for any metric and any derivative operator.

e For the evolution equation of the rescaled spatial metric 7, (2.64b)), the substitution
Yab = % is performed in 1' The just obtained evolution equation for y has to
be inserted to obtain the equation for 7.

e We continue with the derivation of ©’s equation of motion (2.64f). The transforma-
tions to the conformal new quantities and covariant derivatives (using (2.49)) are
performed and relations (2.51)) and ([2.53|) are used to obtain the final expression.

e In the case of K with final equation (2.64d), first the operator d, has to be applied
to K = 3% K,,. Then we use 9,7 = —3%3%9, 7., and substitute the evolution

equations for 7, (2.35a) and for K, (2.35b)). This yields the evolution equation
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of the trace of the extrinsic curvature K. To obtain the final equation of motion
of K, defined in , the evolution equation of © has to be substituted. This
is equivalent to adding —aH and substituting the Hamiltonian constraint (2.36a)).
Only expressing all derivatives in terms of D, using and is left.

e For the A,, equation , 0, is applied to its definition (2.43)) and 0, x, 0, Ky
and 0, K (the last one has been computed as an intermediate step towards 9, K)
are substituted. Relation is used for the Ricci tensor and is used on
D,Dyo and equivalently on D,D,$) as part of the transformation from D, to D,.
The notation with a superindex ™ is introduced to present the equation in a more

compact way and means “trace-free”, so that for a given tensor T, we would have
[Tab]TF = Ta - %’Yab’YCchd

e Obtaining the evolution equation for A® is more complicated. From the definition

of AT'* (2.44]) we can write
AL (AT =9, T — 9, (2.58)

To obtain the equation of motion for I'* we apply 0, to the second equality of
its definition . The resulting 0,7y, terms are substituted with the derived
evolution equation for the conformal metric . After this calculation the
evolution equation for I'* is obtained:

1 1
T = ¢%9,0.8% — gf“f)ﬂng — égabﬁbﬁﬂng — 24%9,a
—2a (0,A” + T, A%) . (2.59)

The first term appears because the variable I'* is a vector density with a weight.

Using the fact that the background metric 4,, is time-independent, we can write
the right term in (2.58))’s RHS as

aJ_f‘a = at(fybcf’gc) - LB(VbCfZC) = f\gcal’ybc - Pybcﬁﬁf\gc’ (260)

Here we have used that 0, = 0, — L3, where Lg is the Lie derivative along the
shift. The part 0,7* is substituted first with —7*v*9, 74 and then using the
corresponding equation of motion.

The Lie derivative of f,‘;c in is substituted using the following relation [12]
Wbcbbﬁcﬁa = 1"0,0.0° + Vbcﬁﬁfgc + ﬁdVbcRmabcd- (2.61)

The expression of the evolution equation for AI'* is

0, (ATY) = gbcﬁbﬁcﬁa — " R[A]%peaB* — %AF"’ 0, Ing— %gabﬁbﬁL Ing — 24%9,a

“%a (abAab + AT A® 4+ T¢ A 4 fgcAbC> . (2.62)

The equation of motion of Z, in terms of the new variables is obtained by simple
variable and derivative transformations. From A®’s definition ([2.47) we obtain:
OLA" = 01 (AT?) +2 (Y01 Zy — Zy" 401 Yea) (2.63)

and only substituting the corresponding evolution equations is left.
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Constraint equations

To obtain the Hamiltonian constraint one has to write K, in terms of Ay, K
and ©, use to substitute R[y] and for the Laplacian of Q2. The momentum
constraint is also obtained by simple variable substitution and derivative trans-
formation. The third constraint is the Z4 quantity Z,, expressed in terms of A®
and AI'* according to (2.47)). Note that Z, will appear in the final equations, but it is
not to be regarded as an evolution equation (it has been eliminated in terms of A®) but
as a shortcut to be substituted by .

2.3.3 GBSSN and Z4c formulation

Tensorial equations using the conformal K and conformal ©

The evolution equations are

di1x = Z2ax(K+20)+ ix0,1ny, (2.64a)
01Yab = —2Ampa+ %'Yabaj_ In~, (2.64Db)
aDg,xD
01Aw = [OéX (R[Ylab + 2D(aZy)) — xDaDpx — D(gaDy)x — # + $aD,Dyx
20D XDy  2axDaDyY  4axZoDyQ "
+2ZaDyyx + (@X=%) + X + XZ@Z" 8maxSap
Q Q Q
24,0, 9

—20AG Ape + aAgy[K 4 2(1 — Cz4.)0] + + 3401 In, (2.64c)

Q

1
0K = « [AabAab + %(K + 2@)2 + KI(QHQ)G —xAa+ %DaaDax + 2074 2% Dy
+3[(8¢Q)2 — a2xD“QDaQ] B 2C 4.0 2D o2 N 3xD*aD 2 B aD% D,
02a Q Q 2Q
ax A [K+4@]8J_Q 30, a0 30,09
t—q 1 O 002 O +4ma(p+5), (2.64d)
b1 Ra ab a a
DA — 27°Dy3 +(X|:2AbcAFgc—§Da(2K+®)—3A DbX_4Z (K+2@)_2/€12
X 3x Qx
. 4 A Dy
+9"°DyDeB” = 7" RA a8’ — 24" Dy = 207400 D"a — ==

204(2K + @)DaQ n 2C 74,00 D) 4D%0 Q2 n 4D%x0 | Q2 47%0,9Q
3Q Q Q Qo Qx

27°%0) Invy _ 16mJ%
3x X

910 = £ |x(RN]+2D"Z,) — ApA™ + 2(K +20)* — 2074.0(K +20) —

—%Dam Invy — %AF“@L Invy — , (2.64e)

2k1(24 Kk2)©
Q

D*xD, caZ*D, 20 A Q DDy}
+an—M—CZ4CZ“Daa—CZ4a X =X X
4y 2x Q Q
3[(0.2)? — a®>xD*QD,Q] 2K, 9
o + q 8mrap. (2.64f)

The Ricci tensor that appears in (2.64c) is to be substituted by (2.56|) and the Ricci
scalar in (2.64f) by its contraction. The first term in (2.64e)’s RHS is added to can-

cel a potentially bad-behaved term. Note that the equations are not complete without
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specifying an evolution equations for the gauge conditions a and * The question of
which properties these gauge conditions must have will be addressed in chapter [ The

constraint equations are given by

H = xR}y — ApA™ + 2(K +20)? +2 A x —

5D%xDgx n 6[(0.9)% — a®xD*QD,9)

2x 0202
9D YD, Ay AQ  A(K +20)9,9
O + O + Do 167p, (2.65a)
34Dy 24°DyQ) 2(K +20)D,Q  2D,0,9
o = DyA® — 2D, (K +20) - a2t _ — e
M pAa = 5Da(K +26) 2 Q 30 Qo
2D,a0, Q)
W - 87TJa, (265b)
_ Jab (A b
Zo = (A AT ) . (2.65¢)
The Ricci scalar in the Hamiltonian constraint has to be substituted with (2.55)).
Tensorial equations for the physical K and physical ©
The evolution equations equivalent to 1) in terms of K and © are
B 20x(K +20) 2x0.Q
ox = 3—Q+§X8L1H7— a0 (2.66a)
vy = —2Au0+ 3701 Inv, (2.66D)
aDgxD
01Awp = [OéX (R[Vab + 2D (o Zy)) — xDaDyax — D gDy x — # + oD, Dyx
20D, XDy 20xDa Dy 4axZ,DyQ TF
+2Z Dy X + 0 + 0 + 0 — 8maxSap
Ap[K +2(1 = C240)0] A0, 9
20 AC Ape + & o[ K + g(z C74c)0] bgL +1A401 Iny, (2.66¢)
- W, (K+20)%  ri(l-r2)0 10 na
0K = o|QApAY + 30 + O - Qx Aa+5QD%D,x
D*QD,Q
1207402 Dyar — ?’O‘XT — 202402 Do + 3x DDy — LaD* Dy
+ax A Q4+ 4raQ(p + 9), (2.66d)
b1, pRa a(9L e ab a( [ a a
ooar = 22D gears 2DUCK46) 34D 420K +20) 27
3Q X 3x2 Qx
. 2074.0D% . 4 A Dy
DD — A R e — 24 Dy — 2L SR Do
20 74,00 D*Q) 1 ma 1 Ava 27%, Iny 167 J%
+T — D01 Iny — A0 Iny — 3 E—— (2.66e)
. 2(K +20)%  207.0(K +20)  2r1(2 )
016 = 2 |Qn(RI] +2D°2,) — A Aw 1 XE T2 2020 1 26)  2na(2 )
30 Q Q
QaD*xD QaZ*D
1A Ay — 50‘4;“" 0407 Dyer — CZA‘;“X“X 20 AQ — aD%DyQ
_3axD“QDaQ

O — 8mallp.

(2.66f)
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The previous equations are the same as . but using K instead of K as evolution
variable, and © instead of ©. The numerical results that will be described in chapter [7] I
motivate the use of the trace of the physical extrinsic curvature K instead of the confor-
mal one K as an evolution variable. The relation between both is given by m A
“physical” Z4 quantity © is also used; it is related to © via . Mixing K and © in
the same way as was done in . ) gives rise to the actual evolutlon variable K:

K=K -26. (2.67)

Note that some terms in the K and © evolution equations are degenerate at &+ (they
are multiplied by €2). Nevertheless, no problems at the numerical level have been detected
in the simulations performed for this work.

The constraint equations expressed in K and © take the form

K 2@ 5D D, 6xD*Q2D, 2 2D%y D,
H = xR[y] - AgpA® + 3( + >+2AX— XZaX _ DX _2X

Q 2x 02 Q
Ax A Q
X2 16, (2.68a)
2D, (K +20) 3A'Dyy  24°DyQ
a - D Ab - - “ - y - as 2. b
M b Ab 20 o 5 8 (2.68b)
Z, = Jab (Ab AFb>. (2.68c¢)

Lagrangian and Eulerian conditions

The evolution in time of the determinant of the spatial metric 4 is determined by the
equations, but the evolution of the determinant of the rescaled spatial metric v is not
prescribed, so we can choose freely how it will behave in time. A natural choice would
be to keep it constant in time. Nevertheless, in presence of a shift vector there are
two possible choices of “constant in time”. They are given by the Lagrangian condition
Oy Iny = 0 and the Eulerian condition 9, Iny = 0 [48|, 49, [50].

Substituting 0, Iny = —2v D, provides a convenient way of switching between both:
v = 1 is the Lagrangian case (O;lny =0 = 0, Iny = —Lglny = —2D,5%) and v = 0
the Eulerian one. For the calculation of the equations in spherical symmetry and the rest
of the work presented here we will adopt the Lagrangian condition, because it keeps the
appropriate initial data stationary.

2.3.4 Relation between physical and conformal quantities

For Comparison we now define the spatial conformal metric 7, rescaled from the physical
spatial metric 7, by means of a conformal factor x as Y. = X Yap- In an equivalent way
we also define Aab = XKab 3%;,[( The relations between the physical quantities and
those derived from the conformal rescaling by §2 are

Yab = Yab > Yab = Vab, (2.69a)
X .
Aab It -
Aab = < Aab = QAab. (269C)

Q
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2.4 GBSSN and Z4c in spherical symmetry

Standard spherical spatial coordinates (r, 8 and ¢) will be employed. They relate to the
Cartesian ones (z, y and 2) as: x = rsinf cos¢, y = rsinfsin¢ and z = rcosf .

2.4.1 Variables

In spherical symmetry all variables will only depend on the radial coordinate r and the
time coordinate t. To simplify the notation, this dependence will not be explicitly written.
The components chosen here for each of the quantities are the same as in [49]. The
following ansatz is made for the metric:

Vi 0 0
Yi=| 0 1% 0 : (2.70)
0 0 7%ypgsin?é

It is expressed in terms of two different components ~,,. and v49. Given that the conformal
factor y was introduced, the determinant freedom will only be fixed if one of the metric
components is eliminated in terms of the other. The most natural substitution is

Yoo = ’)/7;1/27 (271)

but in the equations presented in the next subsections the component gy will be kept for
generality. In a similar way we use for the background metric

Yor 0 0 1 0 0
,%j = 0 T'Q’A}/gg 0 = 0 7”2 0 s (272)
0 0 724 sin®6 0 0 7r%sin?6

where the natural choice (consistent with our conformally flat initial data, see subsection
Yrr = Y99 = 1 is made. A more general form may be preferred in other cases.

Imposing that the trace-free part of the extrinsic curvature expressed in components
actually has vanishing trace, we obtain a spherically symmetric ansatz with a single
independent component

1 0 0
r2 sin?
0 0 -t

The vector quantities 5%, A® and AI'* and the covector Z, only have a radial non-vanishing
component. It will be denoted by 5", A" and Z,., whereas for AI'* the substitution is

: / / T
AT — (L 2y b 0,0> 7 (2.74)

YooT YrrT 2’727- YrrYoo

where the components of the background metric 4;; have already been set to unity. The
full 4-dimensional line element (where do? = df? + sin® fd¢?) is given by

d§2 = - (a2 - X_l'yrrﬂrz) dtQ + X_l (2 ’VrrﬂTdt dr + Yrr d?”2 + Yoo T2 d02) . (275)

The substitution of these ansétze into the tensorial equations (2.64]) and (2.65) will give
us the spherically symmetric reduction of the GBSSN and Z4c equations.
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2.4.2 Spherically symmetric equations
Component equations with conformal K and conformal ©

The component evolution equations derived from (2.64) are

CB"ex 2B7pex 487X 287

2
v = 8" + = K+ 20 2.76
X A™X' + gax(K +26) 3 300 = T (2.76a)
. 267"%/"7" 2'77"7“ﬂr’7é9 477"7"5TI 4’77’7’/8T
= —T 24 — — 2.76b
Yrr 3 rrQ 300 + 3 3y ( )
T A/ A T 2 T 2 r/
o B e o Arrvoec Y008 e | 27008”2960 7 (2.76¢)
3 Yrr 3Vrr 3r 3
. 2 aX,y// ax,}/// 2Xa// ax//
Ay = BAL+ gwrozxA“ - 3%7 + 3%;0 — 3 + 3 + aA; [K +2(1 — Cyzy.)0)]
2047, LA A 4B Ay BT A 26790 Ar | ax (1)* 20x (vh9)”
Yrr 3 3r 3Yrr 300 2’712r 3'7929
o) | 2yeax 20X 207X L oA oA Xy 20X
6x Yoor2 r2 3r 3 390 V2T
2ax7,,  daxypy | 2xd N XV @ | XUpe® X av X avgX] 2a7)
3007 3007 3r 3Yrr 3700 3r 69y 6760 3
—|—éZ o — 2007, 200x7pp | Aax'Q Aoy 24,57 N dax Q"
377 37,0 376912 3Q 3r Q) Q 3Q
87 Q
’;‘QX : (2.76d)
" 3 A2 2 / / / / / /Ny 3 T 2 Q/
ko= R - X L %K 100y a;r_ X +x%ga _ X X 62a
Yer 3 295 YT 29, Yer Yoo 2%er )
+3BTQ’ N k1(1 — ko)a© N 2CzacZrxa’ ax7,, & N axvpesY N 3xa’Q o'
afl Q Vrr 2’)’?7»9 YVrrY06§2 Vrr§2 2792
20x  axQ’ B 2C 740 Zyrarx SV N 3a (V)2 (B2 Xy 38720/ Y B 36878V
Vet Y2 o) 02 a? ey a2Q af)
3,3T2Q” (K + 4@) IBrQ/
" o , (2.76¢)
Ar = AT 202K+ ©") g™y B" Yy 48" 24, 240 24,0/
3Yrr 672, 3verve0  3Yer  VAET  YerYeoT Vi
2
_3AT7“04X, i Arrayyy + Arrarygy _ B (19e) + 28" Y1y . 88"y + 48" v4e
’Yng ’Vgr 77%"’790 ’7rr’7929 3vrrve0r  3Vrre0T 3739T
2l 1087 287 4B 487 4K +20)Zca | 27,67,
3Vrr Y00 371”7”7'2 3790T2 3VrrT 3007 3Vrr 3737«
ALYy SZBT AZ87 2Cp0d) 202K +0)2 | 2071000 44, Qa
371“1"799 37rrr 371“1" Yrr 3'77"7"9 7er ’Y%rQ
47 ABTIY 4B 4AZ.B7Y 2 Z,
_4FTalY ALY | 4B B 2m 0z (2.76f)

£ Yrr§d Vrr§2 Yrr§d Yrr§2
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. 1 7 ! "
O = B0 +-axA” — P EXee | X % g 4 99)? — Cpua®(K +20)
2 47'r'r 200 Yrr 3

- CzacZixd'  CgacZrax'  ki1(2+k2)a® 3aA2, N al”x N 3ax (7,)?

Yrr 29y Q 4727 r 87?1’
2 2
ax (vp)”  BSa(X)”  axw N aA" XY XYy +aATxvég N 20
4’77’7‘7929 4vyrrx 2% Y001 4y Yrr Y607 290 YrrT

o X avgeX ax @ 20790 o' dax®Y | 2axQ”
2/77?7" YrrY00 ’Yrr Q YrrY06 Q Yrr Q Yrr {2 Yrr Q

B (V) (B x|\ 2KBQY
_X ) _ 2.76
o (aa o Q (2.76g)
The corresponding spherically symmetric constraint equations are the following
342, 2 ) 5 2 2 Ve 6XxY,
TR ;r+7(K+2®)2+X(7903 (X)) x2+ ><2 xzw_ X769
275 3 2959 2%er X YT Yeor Vel YrrYeoT

LXmee X 206X A 238 22X 20 DY 2/
77?7«'799 ’772r Yrr Y60 YrrT Yrr Y66 Yrr 'YTTQ '71"7"7999 ’YM‘Q

A (G ) g g R 70

O e s L a0
CL2O)Y 25 20 25 1)
o = %%’“AT " % - ;gr - 417/”; 2?:9‘ (2.77c)

The GBSSN system is obtained by setting the Z4 quantities © and Z, to zero and not
evolving ©. For the Z4c one, O is evolved in time and Z, is substituted in the RHSs using
. The matter terms present in the tensorial equations have not been included here,
because their specific form for a massless scalar field will be given in the next section.

The path followed here to obtain the component equations for the conformally rescaled
quantities started with the 341 decomposition of the conformally rescaled equations and
performed the tensorial calculations in the conformal picture. Nevertheless, knowing the
relations between the physical and conformal quantities (listed in subsections and
2.3.4 from which the component relations can be easily obtained) it is also possible to
start with the component equations of the physical quantities and transform those into
the conformally rescaled quantities via the corresponding variable transformations.

Component equations with physical K and physical ©

Here I present the Component equations of (2.66|) and -, where the physical quantltles
K and © as defined in are used. The component Z, in the last term in
is explicitly substituted by 12.790) in (2.78f), to avoid dropping it when the GBSSN
equations are used. This term is important for stability, as will be described in subsection
7.3.3] The component evolution equations in terms of the physical K and © are
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20X(K +20) _ Brypx 287X ABTx 287 | 287X

v = 8"\ , 2.78
X IIX+ 30 3rr 3700 3r 3 Q (2.782)
287 / 2 Al 4 r! 4 T
v = P 37” — 24,0 — %«; 50 9799 + %?’;5 - 7;;[3 , (2.78b)
. B Y0 . Areveocr Y008V | 270087 27008
_ _ _ 2.78
6o 3 T, 3y 3r 3 (278¢)
) 9 axy! ! 2 ax” Ay [K +2(1 —Cz4)O
Ar — T‘A/ Z AT‘/ o rr 06
" 6 " * 3’7 ax 3'77’7‘ * 3799 3 * 3 * Q
2048 A8 Ay 4B A B A 2870 A | ox (On)® 20X (99)”
Yrr 3 3r 377‘1‘ 3709 27727’ 3739
Ca(X)? | 2yrax  20x 200X LA A e | 20X g
6x Yoor? 72 3r 3 360 79297“
C2axv,  Aaxvg | 2xe N XV @ X0 axXav X avgex! 220X
37907 37907 3r 3Yrr 3700 3r 6yrr 600 3
+%Zrax’ C20x7, Y 20x7ppSY | dax'Q dax®Y N A BT N dary Y
3 382 379612 30 3rQ2 Q 30
8Z,.axY
. %X , (2.78d)
o= gR xa’Q N (K +20)? N 3aA?.Q _ 2xd'Q N XV @R X7Vpe?' 2 N a'x'Q
Yrr 302 2772‘r YrrT 2'772‘7‘ Yrr Y00 29y
p1(1 = K2)a® 207402 axyl Y axvhy? | 3xd'Y ax'Q
+ + - A + -
Q Yrr 2/}/7% Yrr Y60 Yrr 27rr
200V Q" 20 Z,ax 3ax ()
YrrT Yrr Yrr 77‘7‘9
Ar = grAT - 20(2K'+©") B4l B" Yy 48" 24« B 24, .« B 24,0/
S’YTTQ 6727« 3Vrr Y60 3Yrr %%ﬂT YrrYoT ’y',?r
_3Awax! | Aoy, Amangy 5 (Yho)” L 2B 8B A5
ngrX /Ygr 71%“7«90 77’7’7929 377‘7"790T 37Tr709r 3’73970
29508" 108" 283" AT ApT UK +20)Zva 272,87,
377”7"’799 3'77’7‘7'2 3’7997”2 377"7"7' 37997' 3'77’7’9 3'77%7“
+4zrﬁwg,0 82,07 4AZB" 207400/ 2C 54,008 44
3 Y00 31 3Vrr Yrr§d '7er2 %%«Q
1 1 rr - ot
R G )
- 5 , (2.78¢)
Tr
5 = 561 Laxarn . QORQ OO | 0X'Q  a(R +20)°  Cruad(K +20)
4z, 29700 Vrr 302 Q
_024CZrXQIQ B CrucZrarx'Q B K1(2 + K2)a© B 3aA2 0 N alA"xQ N 3y (77’,,,)2 Q
Yer 2% Q 47, r 872,
L ox (199)° 2 5o ()2 ax,Q n "X ax Yt N A" xS N 200’
4’77’7’7929 4yrrx 29 Y00T 4y Yrr V00T 2760 YrrT
ayl X' avpX'Y axl, Y N 200x7pe Y 'Y N 4oV N 20
271gr Yrr Y00 77?7" YrrY00 Yrr YrrT Yrr
3ax ()°
_w7 (2.78¢)

Yrr§2
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and the corresponding constraint equations are given by

o ~ 2 2
73A72”7"+2(K+2®)2+X(’Yé6) CO0T 2 L 2 20 O

H =
292, 302 298y 29X YT Yeer? YR oot
+xmg@ X N 275X’ N 42X N X" 2xy, Y N Axpe? 22X
737“799 ’7121" Yrr Y60 YrrT YrrY06 Yrr 'YTTQ ’71”7"7999 ’YM‘Q
6y (V) 8xQ  4xQ
_x(g XL e (2.79a)
'YTTQ ,YT'T‘TQ ,YTT‘Q
M, = 7’77/“r124rr 4 3'7{99147"7’ _ 3X/Arr 4 A, i Afﬁnr B 2(K/ + 26/) B 2A’I"I’Q,’ (279b)
Vrr 2% Y00 29 X YrrT Yrr 3Q 'YTTQ
1 1 ’Yrr ’Y/ ’7&0
Zr = =N+ == — . 2.79¢
' 27 rover Ay 2700 ( )

Component equations in terms of the variation AK of the physical K

In the numerical tests that will be described in chapter [7, the evolution variable chosen
is not the trace of the physical extrinsic curvature K, but its variation AK with respect
to the stationary value Koo

AK = K — Keye. (2.80)

Here I include the complete set of equations written in terms of Af( because they are
exactly those used in the simulations, even if they only differ from (2.78)) and (2.79) by a
few terms.

The constraint equations expressed in terms of AK are

- ~ 2
342 2(AK +20)2  x(v)° 5(X)? 2x 2X 22XV 6XVhe
H = - 2 2 2 - 2 + 2 2 B
295y 382 2% V59 2%erX Ve YeeT VET VrrYeoT
X X 200X A gy 2 20m Y Do 2
’Y?r%)e 77?7" Yrr Y66 YrrT Yrr Y66 Yrr ’Yer 77‘7"'7909 'VTTQ
6y ()2 8y 4 4K AK +20) 2K,
_6x () R LA cU Jervsell )+ cmc?

2.81
Y2 3T 700 302 302 (2.81a)
M, = _77/“7“1247”7" 4 3’759Arr _ 3X Apr + 3Ar + Af;«r . 2(AK' +20) _ 2A7”TQ/7 (2.81b)
V2, 200 2VrX YerT Yer 30 Yrr
1 1 Yrr 7/ 7&9
7z = = AT+ = — -y X 2.81c
" 9 Irr T yeer Ay 2700 ( )

The evolution equations take the form
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20X(AK + Kone +20)  fry,x  28"vx 48" 287x | 267X

x = BY ,(2.82
X o= Ao 30 370 3706 3r 3 o (282)
287 ! 2 A 4 r/ 4 r
o = 2 Ao - T e T T (2820)
oo = B Ve L Arrveeer V908" Vrr L 2B 27008"" (2.820)
v 3 Yrr 3Yrr 3r 3 ’ '
) 9 axy! ! 2" ay” aAy |AK 4+2(1 — 0246)@}
A — T A “ AT rr 00 _
T 5 rr T 377‘7‘04X 377,7" + 3/)/00 3 + 3 + 0
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—G—%Z oy — 207, 20075 Y 'Y daxs?’ N A BTV N KoycaA,
37" 37,0 37009 3Q 3rQ) 9 0
4axQ)  8Z.ax
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AR = FAR - xa’Q N a(AK 4 20)2 n 3aA?.0 _ 2xa/Q N XV @' X7pet' 2 n a’x'Q
Yrr 3Q 27%« YrrT 2772’r Yrr Y60 2’77%
k1(1 — Kg)a® N 2C74cZr X' axyy, axvpeY N 'Y ax' 3ax ()2
Q Yrr 27'% Yrr Y66 Yrr 2%y 'YTTQ
+2KCMCa(Af( +20) 20X ax Q" 2CgeZax Y Keuc?a (2.8%)
3Q f}/'r""’,r 7’/‘7‘ /)/7"7’ 3Q ’ ’
Ar = AT 202AK'+©") B | Bge | 2Ama 240 24500 3Aa)
37§ 677 3yeree  VET YerYeor Vi VirX
+Arr0é%r n Arrarpg B (he)” n 28" 88" n 489y n 27p98"
V2 VY00 YrVey  3veveer  3vmveer  3Vaer  3veYee
_log 2" AT ABT AR A(AK +20)Zya | 2767,
39?2  3v00r%  3yerr  300T  3Yer 37 (2 372,
+4ZT5W§9 8Z,8" | AZB" 207400/ N 20740090 44, AKouoZra
3Yrr Y00 3Yrrt 3Yrr Vrr§2 Yrr§22 %?TQ 372
1 1 rr rr Vo
2K1 (§'YTTAT+;—%—%+27%>OC
- ) , (2.82f)
rr
é _ Bré/ + EOZXAT/Q o OZX’V;‘,’I‘Q o 04X’Ygeﬂ + OZX”Q 4 O‘(AK + 29)2 o CZ4Caé(Af( + 2(:))
2 4’77% 2900 Yrr 3Q Q
- CzacZrxd'Q CracZiaX'Q F1(2+ K2)a® RIWIERY) N al"xQ N 3ax (7,)2 Q
Yrr 2%y Q 42, r 873,
Lox (99)° 2 5a(X)°Q  ax,Q N A" X7, axyp§2 N A" XYpp$2 N 2ax'Q2
4’}’7"7"'739 dyrr X 29 Y001 4y YrrYooT 2700 YrrT
av, X' avpX'Y ax, Y N 2000799 'Y N 4oV N 200’
2'77%" YrrY60 f)/qgr Yrr Yoo Yrr YrrT Yrr

+2KCMCa(AK' + 2(:)) _ KCM0CZ4COJ(§) KCMC204 . Sax (Q/)2
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30 Q 30 o) (2:82)
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2.5 Scalar field

The simplest non-vacuum content that can be added to the Einstein equations is a massless
scalar field ®. Its corresponding energy-momentum tensor T'[glqp is

T[Glap = Va®Vp® — $Gu, (V. 0)(VD), (2.83)

which expressed in terms of the conformal metric g, and its corresponding covariant
derivatives takes the form

Tl = Va®V® — $Ga (V. 2) (VD). (2.84)

In spherical symmetry, the matter terms p, J¢ S, and S that appear in the 3+1
decomposed equations (2.35) and ([2.36)) have the following expressions in terms of the

spherically symmetric ansatz components, where II = ® has been substituted:

+ O'(I1 — BT P’ A /(11 — Brd’
p = CAl , Ji= (—M,O,O) and J'= (—M,O,O)T, (2.85a)
2 « Yrr&
FYTTS+ 0 0 . D =9
1 II—-5"® i)
Sij = 2— 0 ’)/997”25_ 0 s S:g <( 52 ) - X?E ) >’(2'85b)
X 0 0 Yoor? sin® S~ @ rr
T ar&n2 12 T ar& N2 N2
with gr o I=pre)?  x(@)? g (=502 x(@)?

a2 fY’I’T’ a2 ’Y”"'I‘

The terms to add to the RHSS of the GBSSN and Z4c equations (2.76)) and -,

and (| - and (| are the following:

Y = 0,  Amw—0, A —0, (2.86a)
. 1 d
Ay = —6”;‘(), (2.86b)
. 1 — T H'2 53 . 2 . rdH )2
K o dra (W) | for AR > dra0 (<Hﬁ>) , (2.860)
(6% (6%
T A"HN\ G
Aoy 107U FTEHE (2.86d)
Grr
. T _ ATH)2 5H/\2 . T _ ATH 2 5/\2
0 — —Ara - 5e) + x(®) , © = —4rall I - 5e) + x(@) ,(2.86¢)
a? Vrr o Yrr
I — B7®')2 )2 I — 879"\’
" - —87r<( 52 ) X )>, M, — STAL=FRN (2866
« Yrr «
The equation of motion for the scalar field is given by
0d =0, (2.87)

where [J = gabV V. Expressed in terms of the conformally rescaled quantities it trans-
forms to the following equation, where equivalently [ = o3V, Vs,

06 — Z(V,9)(V*Q) = 0. (2.88)

ZDII\D
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An alternative choice for the conformally invariant scalar field ei uation would have been

(ﬂ - %) ® = 0. It is such that under the transformations (1.3) and
0
b =— 2.89
Q ? ( )

it becomes Q3 (E — @) ® = 0 and the equation remains formally the same. Never-

theless, (2.87) was finally chosen here, with the idea that the divergent terms at ./
pose extra difficulties on the stability of the simulations to test the robustness of our
implementation.

Using (2.16) and the spherically symmetric ansétze in subsection [2.4.1, as well as

introducing I = ® to write the system as first order in time, the spherically symmetric

reduction of (|2 - is

& — T, (2.90a)
g - _pad N i N By 3BT . T N 1168 N Br®'y,, My,
a o Y0 2x Y600 2x 2%rr 2%rr
r2 /ci)/ rﬁ r2q)/ B 3 r2(i)/ / 9 ’I“Z(i/Q/ B B
_|_5 e Bl 5 Yoo Br2q)// + B X + B LTI8™ — 28787
@ « Yoo 2x Q
- . - g% - - -
N B, Y 37N 2671 26779 N 23711 N 202y d’ N a?x®' v},
Yo 2x Q r r TVrr Y00 Yrr
+042X(I)// B aQq)/X/ B 2052X(I)/Q/ B @2X(I)2/'Y1/nr N OéXO/q)/ B BT2¢)/77/"7' N BTH%CT' (290b)
Yrr 29 QPYTT 2’77“7‘ Yrr 29y 29y

The quantities .., Yo9, X, & and BT have to be substituted with the corresponding evo-
lution equations. They have been left unsubstituted to avoid restricting the scalar field
equations to a specific choice of variables or gauge conditions.

Instead of the physical quantltles whose amplitude vanishes at ", it is more conve-
nient to evolve ®, as defined in , and equivalently II = 11/, because non-zero fields
at St are Clearer to visualize. The correspondmg equations of motion are

o = 1I, (2.91a)
- "ad’ "daLY 16 Td'; TdQ 367x® . _, 387Dy
g - _Pae¥ pea +70¢+5 oo | PTPYe  367X +»3”1"—6 X
o o) o Yoo Q00 2x 2xQ
(i)BrQ/ B ﬁ709 + ﬁTq)/%"r BT(I)Q/%"T B ﬁ'yrr N ﬁrQO/(i), N BTQ(i)O/Q/
Q Yoo 2X 2% 209,y 29y « af?
_Brﬁa/ B Bm(i)/’)’ég B 5’"2@9’799 B BTQ@// N 35r2(i)lxl N 3/3r2(i)X/Q/ B Br2(I)Q//
e} Vo6 Q00 2x 2xQ Q
28720 ()° - ., g 28798 BTy — 367X
O S 8™ — 287 3" (I)/ _ 00 ) rH/ o
26720 28700 28T 2a%x® 2220y a?xPyp,  a2dxQv),
- - + + + + +
r ) r ™Yrr TQ’YTT Y60 Yrr Q’Y@@'Yrr
+a2xfi>” B a?d'y/ B a?x @', B a2\ 2oy B 2oy, B 2020y ()?
Yrr 2%y 2’77?7“ 2971’7‘ Q")/rr QQ%%T Q27rr

+axo/(i>’ N adya/QY 0L BrEOOAL. N BT,
Yrr Qr}/T"l" 2%y ZQ’YM‘ 2%y ‘

(2.91b)
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The physical scalar field quantities ® and II in the matter terms 1) “to be added to
the component Einstein equations also have to be expressed in terms of  and II.

Another possible definition for the auxiliary variable of the rescaled scalar field, IT = CTJ,
is Mgay = £ (@ — 7®"). The evolution equations for the scalar field in terms of this

auxiliary variable are given by

& = allyy, + 8", (2.92a)
ﬁadv _ _/BT(BQQ/ + ﬁT(T)QI’Y.HO _ Sﬂri)xﬁ/ + (T)BTQ/ _ ﬁadv’}’.@e + 3ﬁadv>.< ﬁréQ/’Y.rr
aZQ) af2vpg 200x ) af) Yoo 2x 200,y
_ﬁadv’%.“r N 5r2<i)0/9/ B /37«2@9/,%9 3,8T2(i)X/Q/ B ﬂrz(i)Q” N 25r2§) (Q/)Q
29 a2Q) a0 2ax§2 af) a?
3 2T )/ TT1 / B ! 280/ 1
_25Ti)€r Q + ﬁadvﬁw + 5 H;::V@Q + Brﬂ;du _ 35r1;;dvx _ 2B;T$Q + QBT?adv
+2ax(i>’ n 20Dy N xa'®’ n Dy Y B B2 Y. n ax®' 4, N a®x v, N ax®”
TYrr TQ’)’rr Yrr Q’Y’rr 2049%"7‘ Y00 Yrr Q’YHG’YTT Yrr
_ai)’x’ B ax®'v., B ad'QY  adyQ’ B a®xQ4., B 20Py (V)? N B M agoYer (2.92b)
2%y 272, PA T Qyry 202, Q2 2%

and in (2.86]) the substitution IT = all,q, + A"®' has to be performed.

2.6 Properties of the spacetime

Schwarzschild or areal radial coordinate

The physical Schwarzschild radial coordinate expressed in our rescaled quantities is given

by
T[T
RSChW 0O Y ( 93)

The previous expression is obtained by comparing the angular part of the physical Schwarz-
schild line element,
ds* = R3,,.do?, (2.94)

with the same quantity expressed in the spherically symmetric metric components of our

ansatz (2.75)
52 2
ds* = — = = —do* (2.95)

Misner-Sharp mass

In general, the concept of mass cannot be defined quasi-locally due to the equivalence
principle. However, in cases with high symmetry, where all degrees of freedom are fixed -
like in spherical symmetry, where no gravitational radiation exists -, it is possible to define
a quasi-local concept of mass. The Misner-Sharp mass function [114], a special case of
the Hawking quasi-local mass [91], is constant on each round sphere and represents the
gravitational mass contained by the sphere of areal radius Rsuy. Its definition is

2Mus

gab(@aRSChw>(€bRSchw) =1- R s
Schw

(2.96)
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so that its actual expression is given by

R chw ~ab [+ = R chw —ab /v —
Mass = =52 (1= G (VaBsan) (ViBsan) ) = =5 (1= Q%5 (VaRsn) (Vi Fisann)
(2.97)
The Misner-Sharp mass coincides with the ADM mass at spacelike infinity and with the

Bondi mass at null infinity.
The explicit expression of (2.97)) in our evolution quantities is

Mys =

6o (1 n 509 N B0 ()" | BT 00X’ Y BTN Ve BT

20\ aZy 4oy a?x2Q) 2022 a?xQ
_{_6r27”2’766 @) B ()2 B0 | Brvke  BriXeex | BTr*viex
a?x0? 4a? X090 a?x?Q 2022 2023 2022
LB B ey 00 e e reex' X
a?xQ 202x700  Aa?x® 202%%  dePxyee X 2XYrr
e (00 P e ()7 P (e)® B Prveex’ 287 00
4X2’77‘r Q’Vrr QQ’YTT 4’79971”7” OZQXZ QQXQ
r2 / Tt Id . / / /
r T T T 217v99§2 r
+5 2799 LB 2X7209 B 2709 4 Teex 2r00S Ty ’Y06> . (2.98)
atx X X XVrr Qyry Yer  Yrr

Apparent horizon finder

In simulations involving a BH or a scalar field strong enough to collapse into a BH it is
very useful to have a quantity that detects the creation of a horizon and locates it in the
domain. The actual event horizon can only be determined a posteriori, because it is a
global quantity of the spacetime, but the apparent horizon, located inside of the event
horizon if weak cosmic censorship holds, can be calculated along with the simulation.

The apparent horizon is observer dependent and is defined as the outermost marginally
trapped surface, a smooth closed 2-surface whose outgoing null geodesics have zero expan-
sion. In spherical symmetry it can be calculated explicitly in terms of the Misner-Sharp
mass and the areal radius. The horizon will be located at the outermost point along the
radial coordinate where the following expression equals zero:

~ Mus

Rschw
2

1 = Q2gab(vaRSchw)(vaSchw)- (299)

The final explicit expression of this quantity is straightforwardly calculated from ([2.98]).
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Initial data

3.1 Solving the constraints

In a Cauchy formulation, the Einstein equations are decomposed into evolution equations
and constraint equations, as derived in section [2.2] The constraint equations are such
that if satisfied by the initial data, they will be satisfied at all times at the continuum
level due to the Bianchi identities (see e.g. [§]). They are commonly expressed as elliptic
equations, so that they have to be solved globally and require boundary conditions.

The constraint equations are given by the scalar Hamiltonian constraint and the vector
momentum constraint, that is, four equations in total. The metric and extrinsic curvature
have a total of twelve components to be determined, which means that there are eight
degrees of freedom to be fixed and the solution of the constraint equations will provide
the four remaining quantities.

In order to separate the freely specifiable data and provide a convenient set of elliptic
equations to solve, variable transformations are performed on some of the quantities.
Among the widely used constraint decompositions are the York-Lichnerowicz conformal
decompositions. Their first ingredient is the conformal decomposition of the Hamiltonian
constraint proposed by Lichnerowicz [109]. This is performed via a decomposition of the
spatial metric 7,; into a conformal factor ¢) and an auxiliary conformal background spatial
metric v, [109, [159) 160]:

Yab = ¢4’7ab' (3'1>
The Hamiltonian constraint is expressed in terms of the new variables as
V'Vt — 2Ry + 2° (K K — K?) — 27¢°p = 0. (3.2)

The second ingredient is the decomposition of the extrinsic curvature suggested by York
[161, 162], which takes the form

[_(ab - /Zlab + %7(11)[_(- (33)

The trace-free part A% is split into a transverse-traceless tensor and a longitudinal part.
The longitudinal part can be defined in terms of the original metric 7,, or the conformal
one vqp, thus giving the physical [121] 122] and conformal [164 166] transverse-traceless
variants, respectively. Making the same initial choices for the freely specifiable data in
the two formulations will in principle provide results with different physical properties.

39
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The conformal thin-sandwich decomposition by York [165] takes into account the
change in the metric between two neighboring hypersurfaces in the form of the quan-
tity

Uap = athaby (34)

which is used in the decomposition of the trace-free part of the extrinsic curvature. This
formulation provides a more direct relation between the choices for the freely specifiable
data and their effects on the initial physics of the system.

For more details about these formulation see e.g. [60] or []].

Bowen-York initial data

The Bowen-York initial data solution [44] is obtained under the assumptions of conformal
and asymptotic flatness and maximal slicing. This conditions allow to find an analytical
solution to the momentum constraint for a BH with given spin and linear momentum.
Moreover, as the momentum constraint is linear under these assumptions, it allows to
obtain initial data for more than one BH by superposition.

Another important ingredient is the puncture approach by Brandt and Briigmann
[46], a generalization of the Brill-Lindquist data [47]. It assumes a certain form for the
conformal factor and solves the Hamiltonian equation for a smoother quantity.

The assumptions used to obtain the Bowen-York puncture initial data are too restric-
tive for some initial data configurations. For instance, these methods are not suited to
obtain initial data for a very rapidly spinning BH, because the Kerr-Newman solution
accepts no conformally flat slices [I51]. The Bowen-York solution of a spinning BH is a
superposition a Kerr BH and some gravitational radiation, commonly called “junk” radi-
ation. A consequence is that there is a maximum limit in the BH’s spin achievable with
this initial data calculation, namely 0.93 out of 1 |61} [64, [88]. Going beyond this limit
requires dropping the conformal flatness assumption and solving the constraints with a
more general approach [110, 137].

Black hole excision and moving punctures

The singularities present in the BHs require a special numerical treatment. The most
common choices are excision and puncture evolution.

BH excision was first used in spherical symmetry in [140]. It consists basically of two
ingredients: first the central singularity is excised by setting a boundary inside of the BH’s
(apparent) horizon and then the shift vector is given non-zero values such that it fixes
the BH’s horizon to a given coordinate location. The excision boundary is spacelike (it is
located inside of the BH) so no boundary conditions are required, provided that no gauge
modes with superluminal speeds have outgoing characteristics at the excision surface.
The excision approach has been successful in spherical symmetry [I7, 112} 136], but its
implementation into 3+1 three-dimensional codes becomes more complicated [16] due to
the difficulty in expressing the spheroidal excision surface in the Cartesian coordinates
used in the code. The excision method is used by the Spectral Einstein Code [3| [123].

Unlike the static puncture method, where the singular behaviour of the metric at the
BH’s singularity is factored out and a regular part is evolved separately [86, 142], the
moving puncture approach puts the singular part into a dynamical conformal factor. The
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use of the puncture method to evolve Bowen-York initial data with a conformally flat
metric was proposed by [51]. In the BSSN formulation, the singularity can be evolved in
the conformal factor x as done in [57, 56] or using the variable ¢ as in [22] 23].
It is important that the puncture is staggered, so that it never coincides with an actual
gridpoint. Singularity avoiding slicings, as those given by maximal slicing and the 1+log
gauge condition (see subsection , are needed in order to prevent the slices from
reaching the singularity and ruining the simulation. Also a non-vanishing shift, like e.g.
the Gamma-driver condition (see subsection , is required to allow the punctures to
move across the numerical grid. In unconstrained evolutions, the 1+4log slicing condition
and the Gamma-driver shift are common choices, as in [52].

Hyperboloidal initial data

To illustrate, following [72), [L00], the kind of problems that may arise when solving the
constraint equations to obtain initial data from the conformal equations, let us consider
the subclass of hyperboloidal slices where the initial value of the extrinsic curvature is
pure trace, f(ab = %%bf( . The vacuum momentum constraint is

VK, — VoK =0, (3.5)

and it requires that the trace of the extrinsic curvature K is a non-vanishing constant.
The Hamiltonian constraint

R}A] — K K% + K2 = 0, (3.6)
is reduced to a single second order elliptic equation by the modified Lichnerowicz ansatz
'S/ab == Q_2:}/(16 = w_2¢4’7ab- (37)

Of the two conformal factors introduced, an appropriate value that vanishes at .+ will be
set for w and the Hamiltonian constraint, now transformed into the form of the Yamabe
equation [I58], will be solved for ¢:

LPAG — 40(Vw) (Vo) — %R["y]uﬂ + 2w0Aw — 3(T%w)(Taw) | 6 = %f(?& (3.8)

The Yamabe equation is degenerate at .#*, as w| , = 0 holds. It allows to determine the
boundary value as

19 VW) (Vaw
6 = = (T%) (Vus). (39)

A positive and unique solution for the Yamabe equation has been proven to exist
in [I5]. In spite of the equation’s degeneracy, its numerical resolution does not pose any
problems and the Yamabe equation can be solved using standard procedures.

Among the efforts to obtain initial data on hyperboloidal slices are the first implemen-
tations by Frauendiener [74], [72] and Hiibner [94] 96]; the work in Schneemann’s Diploma
thesis [I39], where solutions in spherical and in axial symmetry are presented; the gen-
eralization of Bowen-York initial data to hyperboloidal slices for binaries of boosted and
spinning BHs in [53]; and perturbed Kerr initial data in [138].
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3.2 Compactified hyperboloidal vacuum initial data

The procedure to obtain vacuum initial data for the spherically symmetric equations
(2.76) (or (2.78) or (2.82)), which will of course satisfy (2.77) (or (2.79) or (2.81)), is
described in detail in this section. It follows very similar steps as in [171].

3.2.1 General procedure
Transformations of the initial line element

We will calculate spherically symmetric vacuum initial data on a hyperboloidal slice start-
ing with the line element on a Cauchy slice:
1

d3? = —A(F)di* + G

di* + 72do?®, where do? = df? + sin® 0d¢p>. (3.10)
Both the line element and the coordinates include a tilde to indicate that they measure
distances on the physical domain (and not on the conformal one). The form of the initial
metric is general enough to consider flat spacetime, the Schwarzschild spacetime and the
Reissner-Nordstrom (RN) spacetime, among others.

The time coordinate ¢ is transformed into a new time coordinate ¢ using a height
function h(7):
t=1— h(F), (3.11)

and the line element now reads (substituting dt = dt + h/(7)dr)

[1 = (A(P)H'(7))’]

d&* = —A(F)dt* — 2A(F)W (F)dt dF + A7)

di* + #do?. (3.12)

The hypersurfaces of constant time ¢ are now hyperboloidal slices that reach .#*. How-
ever, . is still infinitely far away, so that the next step is to compactify the hyperboloidal
slices. This is done by rescaling the radial component 7 by a compactifying factor {2. Do
not confuse the compactifying factor 2 with the conformal factor €2 that rescales the
metric in ([1.3), as they are not necessarily the same. The new radial coordinate r is given
by
r
F ==, 3.13

a0 (3.13)
where Q is such that it vanishes at the value of r where the infinity of 7 (.# in this slice)
is mapped to, that is 7 — co < r — 1 so that Q(ry) = 0. After the radial coordinate

transformation dr = Qz{;@/ dr the initial line element reads
Q—ro 1— (A (Q —rQ))? 2
d* = —Adt* — 2A W=~ dt dr + [ (A K 5 S Grdo”. (3.14)

Both A and A’ are functions of § and Q) depends on 7, but for reasons of space and clarity
this dependence is not explicitly written. Finally the complete line element is conformally
rescaled by 92, in an equivalent way as done with the metric in (1.3, as ds* = Q?ds*

LA’ o

y = dr? +r2do?| . (3.15)

02 -
ds? = —AQ2dt> + & —2AK (Q—rQdtdr +
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Here the overbar indicates that this line element measures distances in the conformally
rescaled spacetime.

Initial data for the metric components

Comparing with the line element written in terms of the component variables ([2.75),
shown here again for convenience,

d5* = — (o = X'y 7%) dt? + X7 [290 87 dE dr 4 Ay di® 4 ypp 77 o] (3.16)

the initial values of each of the metric components can be directly read off. A convenient
choice is

Yooo = 1, (3.17a)
02
Xo = o9 (3.17b)
(1= (AR)?] (@ —r Q)
Vg = 1 G (3.17¢)
AQQZ /
/87‘0 - - h_ (317(1)

[1— (A’ ] (Q—r Q)

ap = Q %, (3.17e)
\/ 1—(AN)

where the subscript ¢ indicates that these are the expressions for the initial values.

Initial data for the derived quantities

The solution of the Z4 equations only coincides with a solution of the Einstein equations
when the constraint fields © and Z, are zero. For this reason, their stationary value is
expected to vanish and their initial values will also be zero.

The initial values of the component A,.,. of the trace-free part of the extrinsic curvature
and its trace K are expressed in terms of the metric components as

A . BTO’Yrri) 2'77’7’0&% B 5T07rr07996 . ZBTO'YTTO 3.18
rrQ  — 3@ + 3 3 3 ) ( . a’)
0 Qp Qo000 QoT
_ r! 3 r / r / r rrl 2 r
K, = 5" _ B"ox 4 5" 07000 4 B orro + g 0 (3.18b)
Qg 200X  a0Yee9 20079 QoT

They were calculated from the decomposition of supposing that the initial values are
time-independent. Substituting the initial values for the metric components will provide
the explicit expressions for the initial values of the extrinsic curvature. They are not
shown here because they are lengthy expressions, but they will be presented in subsection
after performing some simplifications. Note that the initial value of K is the same
as K, as Oy = 0.
If the background metric is set to the initial values of the evolved metric,
N2 (O 2
’AYrr = Yrrg = [1 {Zlh) ] (Q QZQ) and ’A)/@@ = Y000 — 1, (319)

then by definition (2.44) AT'"g = 0, which together with Z,., = 0 sets A"y = 0.
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3.2.2 Height function approach

The derivation of a height function that provides CMC slices will follow [80, [111], also
consider [104]. First we compare (3.12)) to the line element

d3* = g, datde” = — (5? - %BTQ) dt? + 27, B7dt dF + 7,y A% + Fpg 72 do?,  (3.20)
and thus see that (3.12)) corresponds to the metric

—A(F)  —A@RF) 00

G = | —A@FN(F) EAQEOD 2 g , (3.21)
0 0 0 72sin?0
with determinant § = —#*sin? §. The normal vector in adapted coordinates can be written

. T
as Nt = é (1, -5, 0, O) . Its expression according to (3.12) is

T

1 — (A(F)(F))? A3 (7Y B (7
i = \/ ( ;2) (M) WLAG S (3.22)
T NENY
V1 - (APK)
Contracting the right equation in (2.38), an expression for the trace of the physical ex-
trinsic curvature K is obtained:

~ ~ ~ ~ ]_
~ab _ _~ab jc ~ — _ sa _ ~~a
K =g 15V = K= =1 Vit = —— =0, (\/ 37 ) . (3.23)

Substituting the determinant of (3.21]) and the expression of n* (3.22)), the previous rela-

tion now reads

B Ly | ATOND
SO V- Ak @)

This expression can be integrated by setting the value of the trace of the extrinsic curva-

(3.24)

ture to a constant value K = Koo

A3/2(f) h'(f) 1 /KCMC P2y Comce _KCMCT B Comce

= 5o (329)

Ji-aormy "

where the parameter Kcjpc and the integration constant Ceope are set in such a way
that Kcype < 0 (according to the convention chosen for the extrinsic curvature) and
Cecme > 0. Solving for A/(7) and choosing the convenient sign will give us its value to
calculate the initial data:

Kcye? + C’c~12wc
S 3 = . (3.26)
AEAT) + (Keget 4 Coye)

T

W (7)

This expression with Kcpe = 0 set (maximal slicing) has been widely used in relation
with trumpet [89] initial and stationary data. More details are given in subsection m
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The components of the rescaled spatial conformal metric obtained before, (3.17)), turn
into the following after setting the previous expression for A'(7) expressed in terms of &:

Yooo = 1, (3.27a)
02
Xo = o9 (3.27Dh)
Q)2
Yrrg — ( T ) (327C)

A(%) + (KC?)%CT -+ CCMCQQ>21 QQ’

T s

(KCSJ\SJZC'T + CC]VIQCQ2) \/A(6> + (chzgcr + CcA12(7§_22>2Q2
By = — = , (3.27d)

(Q—rQ)
K r C 02\
ap = Q\/A(%)Jr( 03%0 + Cf‘?ff ) (3.27¢)

3.2.3 Compactification

The compactification of the hyperboloidal slices has been performed by rescaling the radial
coordinate as in . In principle, the only conditions that the function Q(r) has to
satisfy is being smooth, positive, going to zero as r goes to the radial location assigned
to £, which is equivalent to 7 — 0o, and with €’ # 0 to ensure that the transformation
is invertible.

A very convenient choice is choosing € such that the initial spatial metric is confor-
mally flat, equivalent to imposing initial isotropic coordinates. This translates to setting

(Q—r Q)

=1 (3.28)
At)+ (e + Souete) |

Yrro = {

This condition can indeed be satisfied and the corresponding 2 can be calculated analyti-
cally for flat spacetime and numerically for the Schwarzschild and RN cases (more details
in the next section). The derivative (' can be isolated from condition and expressed
in terms of r and €. Substituting it into the initial values for the metric components ([3.27))
yields

Yoog — 1, (329&)
QQ
Yrro = ]-, (329C>
K, O3
Bo = CfCrJrCCJ?fo : (3.29d)
K Conc$2\°
ap = Q\/A(6)+< C;éc“r Cff ) (3.29)

Under the assumption of this condition the initial values for the extrinsic curvature
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(3.18) simplify considerably and are written as

2Ccnc?
A’I’TO = —713—97 (330&)
_ K Kcmcer + CCMQCQ3 30
K, = =994 3 : (3.30b)

2
)+ (KC:;%CT + CCMQCm)Q .

T

ol

Q \/A(

This choice for the compactification factor 2 suggests setting the flat spatial metric
in spherical coordinates for the background metric 4;; = diag(1, r?, r?sin®0), as was done
in (2.72). The Z4 quantities © and Z, have to vanish initially and the conformal flatness
of the initial data also implies that A"g = 0. The initial value of the trace of the physical

extrinsic curvature is Koy = Koo (as was set to integrate (3.25))), for any choice of A(F)-

3.3 Spacetimes considered

The vacuum initial data procedure will be applied to the spherically symmetric cases of
flat spacetime and also to Schwarzschild and RN BHs.

3.3.1 Flat spacetime

The metric of Minkowski spacetime is recovered in by setting A(7) = 1. This sim-

plifies the expressions, even allowing to integrate h'(7) and obtain an analytic expression

for the height function. Choosing a value for the integration constant Coy¢ is actually a

critical part, but this will be explained in subsection |3.3.2, as it is much more relevant in

the presence of singularities. For regular initial data it is simply set to zero, Cope = 0.
After the simplifications, the height function for flat spacetime is given by

Kcpe T
B (F) = — 3 : (3.31)

1 (e’

and by straightforward integration we obtain

h(F) = \/f2 + (K3M0>2' (3.32)

In figure 3.1 we can see Penrose diagrams showing foliations with different values of the
parameter Kcopo. The larger its absolute value, the closer to light rays the slices become.
If positive values of Koy were chosen, the height function would have the opposite sign
and the foliations would intersect .# ~ (past null infinity) instead of ..

The calculation of the compactifying factor Q from (3.28)), with the condition that
Q(ry) = 0, is also simplified and yields the analytic expression

AN 2 .2
(Q r )2 — = 1 = Q = (—KCMc)T:ﬂ 4
BCEIE

3.33
— (339




3.3. Spacetimes considered 47

[Kemel =1 [Kemel = 3

//////

Figure 3.1: Foliations of flat spacetime for different values of the constant trace of the
extrinsic curvature Keopso: the leftmost diagram shows maximal slices (Cauchy slices),
while the rest show hyperboloidal ones. Compare to figure 4 in [I71].

where 7 is the radial location of .# " and the sign of the compactification factor has been
chosen so that 2 > 0 for r € [0,7,]. This expression was already used in [100, [139].

The properties of the expression obtained for 2 also satisfy the requirements for the
conformal factor €, so that the simplest choice in flat spacetime is Q = . The explicit
expression for the conformal factor is then

2 2
ry —T

Q= (—-K —
(~Kewe) % -

(3.34)

The flat spacetime initial data on the hyperboloidal slice for the metric components

(3.27) are

KCMC’ r KCMC r 2
=1 X0=1 =1 Fo= =g, ag=1/R+ (T) . (3.350)
and for the extrinsic curvature quantities

K, K, 94
_ Rcomce cMmc’ 2 (3.35h)

= -
v e ey

The rest of the evolution variables (A" and ©) have vanishing initial values.

A?”?"O = 07 KO

3.3.2 Strong field initial data

The value of Copye set in the initial data has a great influence on the properties of the
initial data in the case of a spacetime where a singularity is present.

To illustrate this, let us consider puncture initial data of a Schwarzschild BH. A
transformation to isotropic coordinates introduces a new radial coordinate that, instead of
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entering the BH’s horizon, covers two copies of the exterior spacetime. In these coordinates
the initial spatial metric is conformally flat and the singularity information is encoded in
a conformal factor. Nevertheless, the derived initial value for the lapse is not appropriate
because it is negative in a part of the integration domain, so that ay = 1 is chosen as the
new initial value. These initial data are not a time-independent solution for the Einstein
equations and when evolved numerically with common gauge conditions (1+4log slicing
[38] and I'-freezing shift [9] conditions) as done in [89, 87], the equations find a stationary
solution where the slice has detached from the asymptotically flat end of the spacetime’s
second copy and now ends at the value M of the Schwarzschild radius (inside of the
horizon). This new stationary solution is called a trumpet: it has an asymptotically
flat end at one side and an infinitely long cylinder of radius %M at the other side. In
[26] it was pointed out that both the puncture initial data and the trumpet stationary
data are respectively described by the cases Cope = 0 or Cope = %gM 2 for the time
independent maximal slices given in [66].

The aim of this work is to perform simulations on a hyperboloidal slice and the nu-
merical evolution is likely to be unstable at first. Stationary initial data will make it
easier to spot unexpected behaviours and changes in the variables. For this reason having
an equivalent to the trumpet geometry on the hyperboloidal slice (that will hopefully be
a stationary solution) seems like a good option when evolving strong field initial data.
Besides, in this way the use of excision, even if it is probably an easier approach, will
not be necessary. Note that the implementation of the gauge conditions also has to be
compatible to keep the initial data stationary (that is, a time-independent solution of
the implemented Einstein equations), see sections , and . The derivation of the
trumpet initial data, for both Schwarzschild and RN, will follow parts of [26, 53], [150] and
starts by determining the value of Coy;c that provides trumpet initial data.

Calculation of C¢j;c value

We take the spatial part of the line element (3.12), having substituted A'(7) with (3.26))
and want to express it in isotropic coordinates. Then, the following relation has to be
satisfied:

di? =

1 1
sdi? 4+ Pdo® = =

A(F) + (HBeyer 4 Cope) v

The compactification factor 2 has been introduced in such a way that (3.13) is re-obtained
when comparing the coefficient of do?:

(dr* + r*do®) . (3.36)

The other part gives
1 1
_ SdF* = —dr®. (3.38)
A() + (Feyer + Sy’ 0
Substituting Q = £ (taken from (3.13)) or (3.37)) the two radial coordinates can be sepa-
rated,
1 L, 1,
dr® = —dr*, (3.39)

(A + (Seyet + oy
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and the expression can be written as

dr dr
* / T / 7;\/140:) + (Eewer | CCMc)Z. (340)

72

The integral in the RHS will simplify if the expression in the denominator has a root.
This will happen if 72 [A(f) + (ch‘fcf + C%/IC)Q] has a double root. To calculate this we

will now substitute the RN expression for A(7) = 1 — 22 + ?—22, where M is the mass of
the BH and @ its electric charge. The Schwarzschild version is simply obtained by setting
@ = 0. The expression is

1 {K%
3

MC7:6 ~4
S|y 2

(K cmcComc
9

— M) P+ QF + Clyc| - (3.41)

The double root of 7 will appear if the discriminant of the polynomial between brackets
vanishes. This condition on the discriminant is the following,

0 = ClumcKEme (T29C¢ncKéne +1944C2 0o KeneM? — 1458C2 o K c MQ?
—2916C2 ;0 KeroM + 81C ;0 K870 Q8 — 8748CH 1 jo K nre M
+T047CE N e Ko MPQ? — 243CE e Kdne Q" + 3402C¢ 0 KE o M?

—972C% 10 K2 00Q% + 1296C2 0 — 324C2 0,0 K27e MQC + 13122C2 ;0 K& 070 MP
—14580C2 1, K& M3 Q? + 3078CE 110 Ko MQ* + 2916C2, 1,0 Koo M
—1944C2 ;0 Koo MQ? + 378C2 010 Ko M2Q8 — 108C2 110 Ko @®
—6561C2 ;0 K200 MO +10935C2 1,0 K2 e M Q% — 4617C2 0 K2 o M2Q*
+603C% ;0 KZ0cQ° — 2187C%, ;o M* + 2916C2 ;0 M?Q? — 648C% Q"
+324Ccnc K e MPQ% — 216Cenc K&y e MQ® + 54Conc Koo MQS + 16 K4 ,0Q
—243KE e M Q0 + 324K2 ;e MPQ® — T2KZ),0Q"° — 81M2Q° + 81Q°) , (3.42)

and solving it for Copro will give the value of this parameter that simplifies the integral in
(3.40). An analytical expression for this critical value of Copse is obtained for @ = 0, M
(Schwarzschild and extreme RN), but for a different value of the charge I have only found
numerical solutions.

In [26], under the assumptions of maximal slicing Kcpe = 0 and Schwarzschild @ =

0 spacetime and using the value Copc = %gM 2 obtained from (3.42), (3.40) can be
integrated and so an analytical expression for the relation between the Schwarzschild
radial coordinate and the isotropic one is found. For the more general case of Kgpe # 0
considered here I have not been able to integrate it analytically. Examples of numerically
integrated height functions for the Schwarzschild case are shown in figure [3.2 The main
difference between the maximal case and a finite value of Kqjy¢ is that in the first case
the height function remains constant for values of 7 larger than the location of the peak
(the horizon), whereas for a hyperboloidal slice h(7) continues to grow linearly with the
radius towards ..

Another important part in this calculation is related to the roots of . For the
critical value of Coyc a double root Ry is obtained. For a smaller value of Copc two
different roots R; and R, appear, while for a larger value of Cope there are no real
solutions to ([3.41). This effect can be seen in figure 1 in [I50], where the expression in
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Figure 3.2: Example of two numerically integrated height functions for the Schwarzschild
spacetime with M = 1 and K¢y = —1. The integration constant has been set in such a
way that as ¥ — oo the Schwarzschild height function approaches the flat spacetime one
. In the case with non-critical Copre = 4, the height function attains a finite value
at the singularity 7 = 0. This height function corresponds to diagram d) in figure .
In the critical Cope = 3.11 case (corresponding to the outer slices in figure or to
the |Kcne| = 1 spacetime in figure , the height function goes to —oo at the root
7 = Ry = 1.905.

the square root in (3.40)) is plotted against 7 for these three different options for Cep/c.
A property of the root values Ry, Ry and R is that they are always located between the
horizons 7+ = M 4+ «/ M? — (2 of the BH.

There is also a minimal value of Corc that makes the slides intersect the BH horizon
instead of the white hole one. This value can be easily determined by considering radial
null rays on the horizon. In order to obtain an expression valid for both Schwarzschild and
RN cases, the calculation will be performed on the outer horizon of RN. The condition
is that at 7 = M + /M? — Q? the radial component of the normal vector n* has to be
negative, i.e. T~LT|F:M+\/M27_Q2 < 0. As can be deduced from (3.22) and (3.25]), n" =

—Kemer _ Coye g that the condition for intersecting the BH horizon translates to

3 r2
3
Come > _%KC’MC (M +\/M? — Q2> . (343)

In the Schwarzschild case this reduces to the commonly used Ceope > —%KCMCM 3,
The effect of the value of Copc on the geometry of Schwarzschild slices is shown
in figure . To obtain these diagrams, the height function has been integrated
numerically choosing M = 1, ) = 0, Kcye = —1 and the indicated value of Ceopye.
The diagrams a) and b) correspond to the case where Cepse is smaller than the critical
value and two different roots R; and Ry exist. In a) the value of Cope < 8/3 =~ 2.67
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and the foliations go across the white hole horizon (see figure for a diagram including
the complete spacetime), whereas in b) they do intersect the BH horizon. In both cases
the region between the Schwarzschild radii R; and Ry is not covered by any foliation
(this is where the square root in takes complex values), but note that the slices
shown for 7 < Ry are the continuation of those plotted for 7 > R,. Case c) corresponds
to the critical value of Coare and the slices connect £ with the trumpet and ¢* with
the singularity at ® = 0. The value of the double root is Ry and it is the innermost
Schwarzschild radius that the outer slices can reach. However, it is infinitely far away
from the apparent horizon measured in proper distance. Inversely, Ry is also the largest
radius achievable by the inner slices that reach the singularity. Note that the curves at
7 < Ry and 7 > Ry are actually different slices, unlike those in the a) and b) cases. In
diagram d) the value of Copye is larger than the critical one and no real roots appear, so
that all slices run from .#* uninterrupted into the singularity. The effect of the value of
Ceonme on non-extremal RN foliations is shown in an equivalent way in figures and

o 12

Cemc = 3.11

— t =const
-~ I =const

Figure 3.3: Carter-Penrose diagrams showing foliations with M = 1, @ = 0
(Schwarzschild), Kopye = —1 and different values of Ceope. Diagram c¢) corresponds
to the trumpet geometry: here all outer slices reach the symmetric point to ¢+ on the left,
whereas the inner slices all reach i*, and unlike the other cases, the inner and outer lines
correspond to different slices. Compare to Penrose diagrams in [I71], [120].
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i~ “R=0 g

Figure 3.4: Complete spacetime diagram for the case Cope = 2, where the slices intersect
the white hole horizon.

The reason why Ceye = 0 was chosen in the flat spacetime case described in the
previous subsection is that it is the only real solution to the zero discriminant condition
(13.42) with M =@Q = 0.

The chosen value for Cepse also affects the properties of the conformal factor €,
to be determined from . If Cope is smaller than the critical value given by the
discriminant condition, € is not defined near the origin of the isotropic radius, whereas if
it is larger than the critical value, Q will diverge close to r = 0.

The trumpet solutions given by the critical values of Cepo are especially interesting
for the purpose of this work, because they provide regular initial values for the variables,
the slices avoid the singularity so that the use of excision is not necessary and, as will be
illustrated in the following spacetime examples, a compactification factor that maps the
trumpet and £ to points in the integration domain can be found.

Schwarzschild

The previous calculations apply to the Schwarzschild case for @ = 0 and A(7) =1 — %

In figure [3.5] we can see the trumpet solution for different values of Kope, given by the
corresponding critical value of C'ops¢ in each case. The smallest value of the Schwarzschild
radial coordinate reachable is labeled by Ry in each diagram.

The compactification factor Q in terms of r is obtained by solving by means
of numerical techniques as described in subsection . A useful property of Q is that
for small values of the isotropic radius r it behaves linearly with the inverse of Ry as
proportionality factor: Q — 7 for m — 0, as can be deduced taking the limit in |j
Close to 7 = ry is is expected to behave in the same way as flat spacetime’s €, that is
. The metric conformal factor Q only has to vanish at £, so that the choice made
for flat spacetime is also made here. In figure the numerically determined
for the trumpet geometry with Koy = —1 and M = 1 is displayed together with its
approximation at the origin and the chosen expression for the conformal factor €.

Figure shows the change in Q due to the variation in the value of Kgye (and
accordingly of Cepe). The larger |Koye|, the steeper the slope close to ry, the larger
the maximum value achieved by € and the larger the isotropic radius where it is located.
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|IKemel = 0.5

— t = const
--- r = const

N /
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[Kemel =1 IKemel = 2
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--- r = const

— t =const
--- r = const

Figure 3.5: Penrose diagrams showing foliations with M = 1 and critical Cope for
different values of Kcpc. The thick line corresponds to the innermost reachable value
of the Schwarzschild radial coordinate, where the trumpet is located. Only the outer
slices of those shown in diagram c) in figure are displayed, because they are the ones
physically relevant for our studies.

0.15

0.10

0.05

0.00

r

Figure 3.6: Compactification factor Q for Kcae = —1, M = 1 and critical Cope. Near
the origin it is linear in r and near r, = 1 it behaves like €.
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Figure 3.7: Compactification factors Q for M = 1 and different values of K¢yc (and their
corresponding critical Copes).

Reissner-Nordstrom

Using A(7) =1 — 22 4 ?—22 and choosing a value for the charge @ € (0, M] will give us
RN initial data. The treatment is very similar to Schwarzschild, but the extreme RN
case (Q=M) requires special attention. In the extreme case the discriminant equation for
Ceonme simplifies substantially, giving as solution

CCMC’ = —%KCMcMB for Q =M. (344)

This value also coincides with the limit in C'op;¢ such that the slices intersect the BH,
meaning that at the horizon n” = 0. The expression (3.41)) will only provide a real root
choosing (so no Ry and R, will exist) and it is the double root Ry = M. This
is to be expected from the fact that the roots are always located between the horizons
of the BH, and in the extreme RN case both horizons coincide at 7. = M, so Ry = M
necessarily.

In figure the dependence of the critical root Ry in terms of the hypersurface pa-
rameter Koo and the charge () can be seen, for a fixed M = 1. In the extreme RN case,
Ry is equal to M independently of the value of Kojye. For maximal slicing (Kcopye = 0)
this value increases as () decreases and in the Schwarzschild case the value Ry = %M
[66, 111} 26] is obtained. Finally, as Kcye — —oo the value of Ry comes closer to
T =M+ +\/M? —Q? (2M for Schwarzschild).

The numerically calculated compactification factors Q corresponding to RN are qual-
itatively the same as in the Schwarzschild case. A comparison among Schwarzschild, RN
with @ = 0.9 and extreme RN compactification factors is shown in figure [3.3.2 The
parameters M = 1 and Kgye = —1 are fixed and the effect between the curves is given
by the variation in the charge @ (and accordingly the critical value of Coprer). The slope
of the curves near the origin becomes steeper as a larger () is chosen. This is due to the
decreasing value of Ry (inverse of the slope) with increasing Q).

Another interesting effect of the extremality of the () = M case is that the cylindrical
infinity of the trumpet and the BH horizon are mapped to the same point »r = 0 of
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Q 1.0

Figure 3.8: Innermost achievable value of the Schwarzschild radial coordinate (the double
root) Ry for M =1 as a function of K¢y and Q.
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Figure 3.9: Compactification factor Q with M = 1 and Kcye = —1 for Schwarzschild,
RN with @ = 0.9 and extreme RN CMC trumpet geometries.
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the isotropic radius. This can be easily seen by looking at the profile of the shift 8",
displayed on the right in figure [3.10} In the Schwarzschild and non-extreme RN cases the
shift is positive at the horizon (mapped to rgep, =~ 0.13 and rgyy =~ 0.071 for Q = 0.9
respectively), and this is actually something necessary if excision has to be used. However,
in the extreme case the horizon is mapped to the same point as the origin and the shift
never becomes positive.

0.00f—~
0.30F B — Schwarzschild
-005¢ - RN, Q=09M
0.251 ]
_0.10F Extreme RN
0.201 1
S] - —-015¢
0.15f E 0010
—0.20 0.005
o.10p Schwarzschild | - 0000 <
—-0.25¢ 0005
- RN, Q=0.9M ] -
0.05¢ 1 = 0.010
o Extreme RN ] -0.30F (o1 \
000bc"T o v ] %o oos om0 o0 N
0.0 0.2 04 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

r r

Figure 3.10: Trumpet values for the gauge variables a and 3" for Schwarzschild, RN with
@ = 0.9 and extreme RN geometries. The detail in 5"’s plot shows how the shift in the
extreme RN case is never positive, unlike the other cases.

The curves corresponding to the Schwarzschild case of the o and " quantities in
figure compare to figure 5 in [87] and figure 2 in [26], with the difference that in our
case the data are compactified on a hyperboloidal slice.

The equivalent to figure[3.3|in the non-extreme RN spacetime is shown in figure [3.11}
The construction of the diagrams is explained in subsection The same considerations
of the Schwarzschild case also apply here. The inner hyperboloidal slices look discontin-
uous around r_ (represented by the diagonal line at 45° from the vertical singularity line
labeled by R = 0), but this is purely an effect of the numerical integration at the diver-
gence at 7 = r_ of the height function. The complete diagram for the a) case (where the
hyperboloidal slices intersect the white hole) is shown in figure m

The effect of the variation of Koy on the non-extreme RN spacetime is presented
in figure In the same way as done in figure [3.5] for the Schwarzschild case, only the
outer slices (the ones covering the outer spacetime) are displayed. The behaviour of the
foliations is equivalent to the Schwarzschild case.
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Figure 3.11: Penrose diagrams showing foliations with M =1, Q = 0.9, Koye = —1 and
different values of Cope. Diagram c) corresponds to the trumpet geometry and in the
same way as with the Schwarzschild case in figure the inner and outer foliation lines
correspond to different slices. Compare to Penrose diagrams in [150].
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Figure 3.12: Complete spacetime diagram for the case
intersect the white hole horizon.
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Ccome = 0.5, where the slices
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Figure 3.13: Penrose diagrams showing RN foliations with different values of K¢y
Only the slices that reach £ (the outer slices of diagram c¢) in figure are displayed.
The thick line corresponds to the innermost possible value of the Schwarzschild radial
coordinate, where the trumpet is located.

The behaviour of extreme RN foliations for different values of K¢jy;c and the critical
choice of Cepe is presented in figure [3.14] The diagrams include the slices inside of the
horizon (as in ¢) in figure 3.3 and figure [3.11). The main feature of the extreme case is
that Ry = M always and all hyperboloidal foliations corresponding to the critical Cope
cross the horizon r, = r_ = M at the point symmetric to 7°.

3.4 Solving the spherically symmetric constraint equa-
tions for scalar field initial data

Non-trivial scalar field initial data require solving the constraints. For a certain combi-
nation of the initial values of ® and II, namely I, = B’”O@{), the momentum constraint
is automatically satisfied and only the Hamiltonian constraint needs to be solved. Those
initial values correspond to a scalar field perturbation that will split into an ingoing pulse
traveling towards the origin and an outgoing one moving towards .# . Given that more
general initial data configurations such as mainly ingoing or outgoing pulses may be de-

sirable, a simple procedure to solve both Hamiltonian and constraint equations will be
described.
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Figure 3.14: Penrose diagrams showing extreme RN foliations with M = 1 and different
values of Koye. In the [Kope| = 0 case, the critical value of Cope = 0, so that the
height function vanishes everywhere. The value of Ry is always Rgp = M = 1.
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For the calculation of the initial data it is especially convenient to use the following
definition for the scalar field auxiliary variable:

\’_’799 Vrr [ % rF/
= Vw((b—ﬁ <I>> (3.45)

Then it is useful to perform the following variable transformations for the conformal
factor (following common prescriptions as in (3.1])) and the trace-free part of the extrinsic
curvature

X—=xo™"  and Ay = (Ao + )yl (3.46)
As initial value of II we choose
~ . Yoo \/")/rr r
HO = szgno—g/Qoﬁ O(I){), (347)
o Xo

where sign is -1 gives a mainly ingoing pulse and +1 a mainly outgoing one.

Setting the corresponding initial values for all the remaining variables (and substitut-
ing the value of €’ determined from and Q" obtained by deriving '), the resulting
Hamiltonian and momentum equations become respectively

" b L (22N v 2MQ K, ComcQ?\
v ”[“‘I’“Qw(m““)]r(”ﬂl ) (T >)

KZ o (@' —1) 3 (Q 2Conmc02\ Conmc$?\°
5 - SVYa——3— W —5— 3.48
- 1202 1657 \ 04 3 30— ) (3.48a)
— ¥ ~ —_ —_ 2
, 831 P), 3 2MQ Keymer  Conc$? Qo
= T3 /(1= = — 1. 4
Va RE val - )t Teg T2 +3 (3.48D)

The momentum constraint is independent of v thanks to the specific choice of variables.
This simplifies the procedure a lot, because it allows to first determine ¥4 from (3.48h)
and then set the obtained function into the Hamiltonian constraint (3.48a)) to calculate

1. The initial value of IT (® = II) has to be calculated undoing the transformation (3.45)):

sign
G

A completely outgoing or ingoing pulse will not be obtained with the choices sign = +1,

because x is involved in the change of variables (3.45]), but the value of sign can be tuned

experimentally to vary the ratio between the ingoing and outgoing amplitudes and so the
undesired pulses can be minimized.

Iy = 570®)(1 + ). (3.49)

3.5 Initial data for the simulations

3.5.1 Initial data perturbations
Gauge wave initial data

Choosing the trace of the physical extrinsic curvature K as variable makes the vacuum
constraint equations (2.79) independent of the gauge quantities. This allows us to in-
troduce a perturbation in one of the gauge variables, e.g. the lapse «, without having
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to solve the constraints for the initial data. The resulting evolution will of course only
correspond to gauge dynamics - no actual physical processes take place -, but even these
suppose a strong test for our equations.

The initial data for the variables is set as in and , or by the simpler
in the flat spacetime case. To the initial value of the lapse we add a Gaussian-like
compact-support perturbation of the form

(r2—c2)2

Jog = Ag€™ 10T . (3.50)

The reason for choosing this particular form for the initial perturbation is its even parity
with respect to the origin.

Scalar field initial data

Including non-trivial scalar field initial data requires solving the constraints. For this,
first a Gaussian in 72, the same function as for the lapse perturbation, is set as initial

value for the scalar field,
(r2_c2)2

CI)O = Aq>€_ ; 401 y (351)

and then the constraint equations are solved as described in section |3.4}

3.5.2 Initial data plots

Examples of the initial data used for the simulations that gave the results presented in
this work are displayed in the following figures. The initial data corresponding to some
of the variables are not shown in the plots due to their simplicity: 7, and ~gy (if evolved
by some reason) are always initially 1, which implies that A" vanishes. The Z4 quantity
© (or used in its “physical” form ©) is also initially zero.

In the flat spacetime case, the generic choice for the CMC parameter is Koy = —3,
while Schwarzschild trumpet initial data use Koy = —1, M = 1 and the critical value
of Copre- The reason for this smaller |[Kopyc| in the BH case is the numerical precision
limitation in the calculation of ) that will be explained in subsection . The initial
perturbations of the scalar field (if present) in the following plots use Ag = 0.035, 0 = 0.1
and ¢ = 0.25, although these values may differ from those used in the actual simulations.
The “mostly ingoing” data use sign = —1 and the “mostly outgoing” ones, sign = +1.

Flat and regular spacetime

Figure|3.15|shows the stationary data corresponding to flat spacetime on the hyperboloidal
slice. The value of lapse and shift at .# " depends on the choice of parameter Koo
(compare to figure [3.18).

The perturbation of flat spacetime by an initially symmetric scalar field is plotted in
the initial data in figure [3.16| The scalar field’s presence affects the conformal factor y;,
so that it differs from unity in the region close to the origin. The horizontal line at 1 is
plotted to mark this difference.

If time asymmetric initial data are chosen for the scalar field, like an ingoing or an
outgoing pulse, then the time derivatives of the metric (embodied in the extrinsic curva-
ture) are also affected and the momentum constraint has to be solved for the perturbation
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Figure 3.16: Regular initial data perturbed by a massless scalar field. The effect of the
perturbation appears in .
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on A,,, as described in section An example of initial data corresponding to a mostly
ingoing scalar field is plotted in figure [3.17] If the initial scalar field was an outgoing
pulse, the value of A,, would positive and x’s profile would also change.

I
10 r--"-"""">"=""="=""=""""=—"=""=-""=""=-"="=-=7= ] 77 T_fiff B T T T Tt T T T T T T
0.5+ i
L /‘/»‘ \x 4
0.0 —~= / >
-05- [ A s
I ]
L { i
I ) i
-10r |—1I *
| | | | | |
0.0 0.2 0.4 0.6 0.8 1.0

Figure 3.17: Regular initial data perturbed by a mostly ingoing massless scalar field. The
effect of the perturbation appears in x and A,,.

Schwarzschild spacetime

The trumpet values of a BH spacetime with M = 1 are displayed in figure [3.18, The
conformal factor y, the lapse o and the shift 5" all become zero at the origin, which is
where the trumpet is mapped to. The shift is positive inside of some radius around the
origin (including the BH horizon, which in this case is located at rgen, = 0.13) and then
becomes negative. The initial value of the variable A, is plotted in figure [3.20] Figure
shows the influence of a time symmetric or a mostly ingoing scalar field perturbation
on the conformal factor y. The Schwarzschild and perturbed trumpet values of A,, are
presented in figure [3.20

Variable choice for the trace of the extrinsic curvature

The initial values of K, with expression , and K, which is simply Ko = Koye, are
shown in figure [3.21l The latter has a much simpler stationary value, more appropriate
for numerical and visualization purposes. The quantity AK introduced as the variation
of K in has a vanishing initial value.
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Figure 3.18: Schwarzschild trumpet BH initial data (with Kope = —1).
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Figure 3.19: Schwarzschild trumpet BH initial data perturbed by a massless scalar field.
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Figure 3.20: Schwarzschild trumpet BH initial data for the variable A,,.
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Figure 3.21: Initial data for the trace of the physical extrinsic curvature (f( ) and of the
conformal one (K), both with Koy = —1. The first does not change in presence of a
BH, but the latter does.
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Gauge conditions

The gauge variables determine how the spacetime is sliced for the decomposition of the
equations. The lapse o measures the separation of the slices along the proper time of an
observer and the shift 5 controls the change in spatial coordinates from one slice to the
next. How these gauge quantities behave during the evolution is not prescribed by the
Einstein equations. For a practical implementation this gauge freedom has to be fixed
by imposing some conditions on the lapse and shift. These conditions will depend on the
physical problem that has to be solved and are usually motivated by either a substantial
simplification in the equations and problem setup or by a good numerical behaviour, or
both at the same time. In any case, the effect of the gauge conditions on the evolution is
huge and the choice has to be made carefully.

In the rest of this chapter I will describe which specific conditions are convenient for
the hyperboloidal initial value problem and how some commonly used choices (see [§] for
more details) can be adapted to it.

4.1 Scri-fixing condition

In the conformal picture future null infinity is an ingoing null surface. From the point of
view of a set of hyperboloidal slices it means that the position of .#* on the slice moves
inwards with the speed of light as time goes by. In a numerical implementation this effect
translates to a loss of resolution on the integration domain. A way of avoiding this and
setting the location of % to a fixed position of the spatial domain is by means of the
“scri-fixing” condition [70].

The basic idea of the scri-fixing condition is to choose the coordinate time vector in
such a way that it flows along #*. The time vector is given by t* = an® + % (2.9), and
it has to be chosen in such a way that it is an ingoing null vector at .# . For simplicity
and to avoid the confusion with complex conjugates we will drop the overbars on the
vectors and covectors in this section, but note that all calculations are performed in the
conformal spacetime.

Newman-Penrose null tetrad

Applying the Newman-Penrose formalism [I19] at .# " we introduce two real null vectors
k* and [*. The vector [* is defined as the ingoing null vector and k% as the outgoing one,
as displayed in figure[d.1] The tetrad is completed by two complex tangential null vectors,

67
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m® and its complex conjugate m®. The only nonzero inner products of the tetrad vectors
are [°k, = —1 and = m®m, = +1 (for the metric convention used, (—, +,+,+)).

The tetrad vectors can be expressed in terms of the timelike unit vector n® and the
spacelike unit vectors s, e5 and e, for which the only non-vanishing inner products give

n'ng = —1, 5%, =41, epega =+1, egega = +1. (4.1)
The expressions of the tetrad null vectors are
1 1 1
k= —=(n"+s%), I"=—4=n"—5"), m"=—=(ep+icy), (4.2)

V2

Q=0

V2 2

ta
2 | an®

Ba

k,a

(N
7

Figure 4.1: Timelike, spacelike and null vectors near 7.

Scri-fixing conditions

Null infinity is given by Q@ = 0 and V,Q # 0. At £+ we have that 1?| ,, = A?“Q|]+
(where A is a constant positive proportionality factor) and the condition that the time
vector flows along #* is given by t%| ,, = B 1% ,. (with B another constant factor). It
can be written as

Using ([2.9) it translates to
t'a] g = (an® + B%) (ang + Ba)| o+ = —a® + ﬁaﬁa|j+ = 0. (4.4)
In our spherically symmetric ansatz (see section [2.4.1)) it is expressed as
_052 + X_l’y'r‘r/@r2’j+ - O (45)

The scri-fixing condition in our approach can be divided into two parts:

e The behaviour in time of 2: if the value of €2 changes with time, it may affect
the coordinate position of 2 = 0. In the approach taken here following Zenginoglu
[168, 170], the conformal factor Q2 is a function of the radial coordinate r fixed in
time, so the coordinate location of .#* does not change during the evolution.

e Condition (4.5)): the evolution quantities y, V., « and " have to satisfy at all
times the condition that the time vector is null at the position to which #* has
been fixed.

In a more general setup other than spherical symmetry, corotation is also possible, in
which case the scri-fixing condition is not as strict as t* being a null geodesic generator.
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4.2 Preferred conformal gauge

Here we will follow chapter 11 of [I55] and [I70]. We start by studying the gauge freedom
in the choice of the conformal factor 2. It allows to rescale €2 by some strictly positive
function w, such that Q = wQ. Using this new conformal factor €2, another conformally
rescaled metric g, can be defined:

Gap = %G, which implies  Gup = W Gap- (4.6)

We will now consider the transformations of the Einstein tensor (or equivalently
of the Ricci tensor , as they differ by pure trace terms) due to the conformal rescaling
of the metric ((1.3). For simplicity we assume a vacuum solution without Z4 terms, so
that G[glas = 0 or R[§|ay = 0. However, the following considerations will also apply if the
74 quantities are such that Z, = O(Q!) or higher at .#* and if the matter fields encoded
in the energy-momentum tensor either have compact support or their fall-off behaviour

is strong enough that T[] s+ = O(°) at least. As already mentioned in subsection

1.2.3, if (2.6) is multiplied by Q* and evaluated at .#*, the result (ch)(vCQ)L¢+ =0
also states that the vector V°Q is null at .#+. Now we multiply (2.6) (or (2.3)) by €,
take its trace-free part and evaluate it at # . The result is

= 0. (4.7)

_ 1 _
(VaVbQ — —gabDQ)

The relation obtained is independent of the conformal gauge, because it was derived
purely from the transformation behaviour of the Einstein or Ricci tensors. Using the
transformation (4.6) and the definition of  the following transformations are valid at
g+

?avbfl}]+ = (w?a?bQ + gabﬁcwﬁcﬂ) ‘j+ , (48)
“ 1 _ -
oo, = = (wOQ + 4V wan)’ﬁ, (4.9)
and using them we obtain
SRV 1 “ _ 1 _
(VaVbQ — —gabDQ) = w (VaVbQ — —gabDQ> =0. (410)
4 T+ 4 T+

The invariance of under a conformal rescaling is thus shown. It also implies shear-
freeness of #*. To see this we use the previously used identification of the null vector
[* with the gradient of Q at £, such that [%| ,, = A?aﬂ‘j+. If [* is tangent to an
affinely parametrized null geodesic, the shear of the null geodesic congruence given by [*
is expressed by one of the twelve complex spin coefficients introduced by Newman and
Penrose [119], namely by 0 = —m®m?V,l,. Evaluating this quantity at .#* we have

_ o A _
0lpe = =m'm'Vila| , = —Am m'ViV,Q| = —Tmtm’ge00) =0, (411)
g+

where relation (4.7) and m®m, = 0 have been used. Instead of (%, this calculation can
also be performed using a rescaled null vector [* = C'[*. This new vector [* is chosen to
be proportional to V) at .# ", such that

), = AV*Q| ,, = AV (WQ)| ,, = AwV*Q| ,, = wl’| (4.12)
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so that at future null infinity C' = w and the relation between ingoing null vectors is
l“} o+ = wl?| ;4. Calculating o] ,; in terms of [* and using 1} gives obviously the
same result

= —w? ém“mbgabilfl =0. (4.13)
T+ 4 T+

We will now turn our attention to another of the Newman-Penrose spin coefficients,
p = —m¥m’V,l, (not to be confused with the energy density p defined in section .
The spin coefficient p characterizes the expansion of the null geodesic congruence given

by [¢. Evaluating it at .#* and using (4.7) and m®m®ga, = 1 yields

.. A .
Ol v = _mamebla‘J+ = _ZmambgabDQ

A_
_ __m‘
g+ 4 g+
B (4.14)
As JQ does not necessarily vanish at .# ", the expansion can take nonzero values there.

Following the same procedure, the expression of p calculated using [ is

_ o A _
plye = —mm'Vlo| ., = —Am*m’V,V.Q| ,, = —Zm“mbgabDQ

. A
pl e = —TrL“mebla‘J+ =..=—w>00 (4.15)
The conformal gauge freedom represented by w can now be used to impose
0|, =o. (4.16)

This is the preferred conformal gauge condition [148] [126] 146]. Setting it in (4.9) trans-
lates it to a condition on w:

VOV, Inw| , = —iDQ (4.17)
g+
From the preferred conformal gauge condition implies
VoV . =0, (4.18)
and these two together give
lim lgabvaﬁvbﬂ =0, (4.19)

Q-0 )
calculated from the equivalent vacuum equation to where the conformal rescalings
have been performed with  instead of with Q. The three conditions , and
imply that in the preferred conformal gauge all conformal factor terms resulting
from the transformation of the Einstein (or Ricci) tensor attain a regular limit at .+
individually.

4.2.1 Bondi time

The preferred conformal gauge (4.16) also implies that the null tangent {* to the null
geodesic generators of Z T is geodesic, so that it satisfies

1*Vol’| ,, =0. (4.20)
The null geodesic generators are parametrized by an affine parameter ¢, scaled such that
[*V, tp = 1. (4.21)

This parameter is generally known as Bondi parameter or Bondi time and it gives the
proper time measured by a free-falling observer moving along .#+.
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4.2.2 Implementation of the preferred conformal gauge

The quantity €2, expressed in our spherically symmetric variables and under the as-
sumption that the conformal factor is time-independent, takes the form

a0 - o (P @8, B B 3XBT BT 387X 28 287 (B)
a2 a3 alyy 202y,  2a2x ol 202y  o2r a?

2 2 2
/BT BT B X' Xy X x%) +Q//( X B >‘(4.22)

a3 2042'77"r Yrr A Ypp Y00 Yrr 2%y 2737“ Yrr a?
As a reminder about the notation, the primes denote derivatives with respect to r and the
dots indicate time derivatives. The quantities ¥,,, Y99 and x are given by the evolution
equations. However, the gauge freedom allows us to choose the evolution of the gauge
quantities & and 4" such that ’s RHS vanishes at . and so € satisfies the preferred
conformal gauge. T will explain in more detail how this can be done in section [4.5]

+

4.3 Slicing conditions

An initial value formulation can be treated as hyperbolic-elliptic problem, where the
constraints are solved at each time-step thus giving what is called a constrained evolution,
or as a purely hyperbolic problem, where the evolution equations alone determine the
evolution of the system and the constraints are used to monitor the quality of the solution.
The development of evolved slicing conditions was especially motivated by the work on
hyperbolic reformulations of the 3+1 evolution equations [39, 37, [40].

The Bona-Mass6 family of slicing conditions [38] is widely used in current numerical
simulations. To adapt it to the hyperboloidal initial value problem, two extra source
functions Ky and Lg that depend on the radial coordinate r have been added to it:

a=f"a —a’f(a) (K — Ko) + L. (4.23)

The presence of K, is necessary because the initial and stationary value of K on the
hyperboloidal slice is negative, as can be seen in the initial data plots in section [3.5.2] As
f(a) = o™, a negative value of K is very likely to cause an exponential growth of the a
variable. For a more detailed description of this phenomenon see subsection The
time independent function K is thus introduced to counteract the effect of K’s stationary
value.

The Bona-Mass6 slicing conditions used in traditional Cauchy slices do not need any
source functions. As the radial coordinate goes to infinity, & — 1 and the trace of the
extrinsic curvature vanishes, so that the lapse condition already provides the appropriate
stationary solution. However, the behaviour on a hyperboloidal slice is different: even if
the rescaled lapse attains a finite value at .# " (the physical one becomes infinite there),
its flat initial values are not a stationary solution of the lapse evolution equation without
source terms. What is more, such an evolution equation tends to make « vanish at &,
thus going back to a Cauchy slice. Therefore, the presence of a source function Ly that
makes the desired value of « stationary seems necessary and it has been used in all the
successful tests presented here.

Note that the slicing condition has been expressed directly in terms of the conformal
quantities («, K) instead of the physical ones (&, K). The second option is also feasible
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a priori and has been considered for instance in [120]. Nevertheless, for consistency with
the relations at . presented in the previous section, which are expressed in terms of the
conformal quantities, the gauge conditions will be imposed on the conformal variables.

4.3.1 Generalized 1+log condition

The 1+log slicing condition is obtained by substituting f(a) = % (here n denotes a real
positive number) in (4.23)),

a=p"a —na(K — Ky + L. (4.24)

The commonly used choice of n = 2 has proven to be well-behaved in numerical evolutions
of spacetimes with strong gravitational fields [I8| [10, O]. It has not been directly set in
the previous expression because it does not provide the appropriate eigenspeeds at future
null infinity for any value of Kope - a property of the 1+log slicing condition is that
gauge speeds can easily become superluminal. Some eigenspeeds at £ may become
larger than the lightspeed there and this causes the appearance of negative characteristic
speeds (incoming modes) at . To see the behaviour of the lightspeeds see figure .
As already explained in detail, .#" is an ingoing null hypersurface, which implies that
no information from the outside can cross it. So, the slicing condition given by n = 2 is
not appropriate. The choice of n that makes the 1+log expression compatible with the
appropriate eigenspeeds at .# 7 is

~ Kewmc 1y
— 3
The question of stationary hyperboloidal slices was already raised in [120]. The results
for the 14+log case were that no stationary solution with nonzero offset K, could be found,
so this slicing condition did not seem appropriate for a hyperboloidal evolution. However,
the calculations in [120] were performed with the physical quantities on a non-compactified
hyperboloidal slice and no source function L was considered, so not all of their conclusions
necessarily carry over to the case considered here.

n= (4.25)

4.3.2 Generalized harmonic lapse

The harmonic slicing condition (f(«) = 1) was also considered in [120] and in this case
stationary hyperboloidal slices were found. The approach to the hyperboloidal initial
value problem taken in [I68] used the generalized harmonic formulation of the Einstein
equations, so that implementing the harmonic lapse condition in our case is likely to
provide successful results. In our formulation, the generalized harmonic slicing condition
takes the form

&= f"a —ao? (K — Koy + Ly, (4.26)

and the eigenspeeds provided by this equation of motion are in perfect agreement with
the requirements at .#, as the gauge speed coincides with the speed of light (the effect
that the tilting of the causal cone along the hyperboloidal slice has on the speed of light
is shown in figure . Actually, the choice in (4.25]) is nothing but the value of af ,. in
its stationary initial value. Nevertheless, harmonic slicing is only marginally singularity
avoiding, which means that the singularity is reached and this is not useful in presence of
a BH if we are not using excision.
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4.3.3 Matching

A way to profit from the singularity-avoidance property of the 1+log slicing and the more
natural behaviour at null infinity of the harmonic slicing condition is to use the first in
the interior part of the domain and the latter in the region close to .#*. This would allow
to use any convenient value of n. There are several things to take into account when
performing the matching: where in the domain it is done (e.g. inside or outside of the
horizon), how wide the matching region is, make sure the transition is smooth, check if
the change in eigenspeeds is reasonable, how the source functions are calculated, etc. An
example of a match could be using the weight

1
' p7
1+ (< ?—r2>0>

Ty

(4.27)

w =

with parameters o and p that control the location and the amplitude of the match. The
final slicing condition is obtained by multiplying the 1+log and harmonic parts by

q=p"a" +w[—na(K — Kowg) + Lotg] + (1 — w) [—0® (K — Kopar) + Lonar| - (4.28)

An example of the corresponding weight functions with parameters o = 2 and p = 8 is
plotted in figure 4.3.3] Close to the origin the contribution of the harmonic condition is
set to zero, while near .# " (located at r = 1) the 1+log condition will have no effect.

1.0 P R
0.8r i
06 | 1+log (w) ]
--  harmonic (1-w)

04r a
0.2 i
O.O;!'77\’7777777T777777’7//7//w L L | L L L I L L L \;

0.0 0.2 04 0.6 0.8 1.0

Figure 4.2: Example of matching weight function (4.27]) with o =2 and p = 8.

4.4 Shift conditions

The shift condition controls the change in the spatial coordinates during the evolution.
The shift plays a very important role in the scri-fixing condition, because its profile ensures
that the time vector flows along .# . In the evolved shift conditions that will be considered
in this section, a source term will be added to the RHSs for the same reason as done
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previously with the lapse conditions. In some cases, a damping term for the shift will also
be included.

4.4.1 Fixed shift

A time-independent non-vanishing shift compatible with the scri-fixing condition is
the simplest possible choice. A numerical evolution with a fixed shift is appropriate for
flat initial data or including a scalar field perturbation that does not collapse into a BH,
but strong field initial data do require a more sophisticated shift condition. However, the
fixed shift option allowed to simplify the system in the first tests in flat space time.

The initial value of the shift in flat spacetime is 5", = %, calculated from 1)
It is negative at # T, a requirement for the shift that satisfies the scri-fixing condition as
indicated by the diagram in figure

4.4.2 Generalized Gamma-driver

The “driver” conditions have their origin in relaxation techniques to solve elliptic shift
equations [143] [144], like the minimal strain, minimal distortion and Gamma-freezing
conditions. Among the hyperbolic driver conditions there is the Gamma-driver shift
condition [9], which seeks to mimic the effect of the Gamma-freezing condition. It has
been successful in BH simulations with moving punctures, where the inclusion of advection
terms to fix the structure of light cones seems beneficial [22, [152], 82].

The generalized Gamma-driver shift condition adapted to our setup is expressed in
terms of A" instead of I'". According to common use, a contravariant vector B is intro-
duced as an auxiliary variable. The equations of motion are given by:

. 3 r
B = BB+ B+ Lo %ﬁ’“, (4.29a)
B" = BB — B+ (AT — @”“A”) . (4.29b)

In the evolution equation for B*, 9, A* has to be substituted by the RHS of the equation
of motion for A", either (2.76f)), (2.781) or (2.82f). The parameter 7 is especially relevant
when evolving BHs, see [I01], and the parameters A and p have to be chosen carefully,
because they determine the eigenspeeds. The source function Ly and the damping term
(—% B") ensure that the value of 5" stays fixed at .# T, a similar behaviour as in the fixed
shift case. The initial and stationary value of the auxiliary variable is B"y = 0.

The Gamma-driver condition can also be implemented in its integrated form:

B =B"8"+ AN —np + Ly — %ﬁ (4.30)

Written in this way it has similar structure to that of the harmonic shift condition, which
will be described next.

4.4.3 Generalized harmonic shift

The harmonic shift condition is a generalization of the condition for harmonic spatial
coordinates [I1]. In our case, the generalized harmonic lapse and shift conditions are
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derived from the harmonic coordinate condition on the scalar coordinate functions ¢,
Uep® = F°, where a generalization to a non-vanishing source function ¥ has been included.
After identifying ¢* = x#, the generalized harmonic condition simply becomes

gre, = F°. (4.31)

The generalized harmonic lapse condition is given by the time component and the shift
condition in spherical symmetry by the radial component:

g _ 3ax | oy ofTyp  3aBTX g 208" af’y,

' 8" 3t
N - — ot (4.32
v af+ Y06 2% + . oo ox . >, © (4.32a)
2 AT . . . 9
o= oy S0 B | XU P oS BT 3PN 207 20’
@ 66 2x 2%y - Yoo 2x r Yrr
2
_I_ﬁr Yor *X g n a?y' N a?xL, _axa’ W2ET .

2%y Y00 Yrr 2%y 277%:” Yrr

Substituting the corresponding evolution equations from (2.76]), the previous will
become ([£.26]), without the K function and a differently introduced source term. In
the term with © was dropped, for similarity with the implementation in [156].

The harmonic shift condition is obtained from . First is set and then
7. and yp, are substituted in terms of A" using the RHS of set to zero. This is
necessary for hyperbolicity reasons. Finally the following expression is obtained, with the
only difference that the expected —a?8"F! — o2 F" have been substituted by the last two
terms in ((4.30))

. oY ayad 202
ﬁr:Brﬁw—i_OﬂXAr—i_ZX . X o X
Yrr Yrr Yoo

+Ly— %5 (4.33)

This equation includes a term with r in its denominator that will diverge at the origin
and that is therefore likely to raise an instability there. As it does not belong to the prin-
cipal part (the terms in the equations that determine hyperbolicity and the characteristic
behaviour of the system, see section , it should be dropped to avoid problems at the
origin.

4.5 Generalized harmonic gauge conditions compat-
ible with the preferred conformal gauge

Aiming to systematize the calculation of the source functions in the equations, a new
approach will be taken. Motivated by the definition of the spatial quantity AT'* ([2.46)),
we will consider the difference of four-dimensional Christoffel symbols, so that the source
functions will be expressed in terms of the components of a time-independent background
metric. The spatial part has also been used in a discussion about harmonic conformal
spatial coordinates in [I15].

The expression can be defined in terms of the conformal or the physical metric (so far
all the gauge conditions have been set using the conformal quantities).
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4.5.1 In the conformal picture

The source functions added to the generalized harmonic condition (4.31]) are expressed in

terms of the background connection I'¢, calculated from a time independent 4-dimensional
metric g,. This new generalized harmonic gauge can be written as

A°=F°,  with A°=g®A% and A°,=T¢, —I9, (4.34)

Following the notation used in (2.46)), it may seem more appropriate to denote A¢ by AI'®,
but using A® will explicitly remind us to perform the substitution of 7/, and -, in terms
of A” mentioned in subsection [4.4.3]

We will now show how these gauge conditions are a priori compatible with the preferred
conformal gauge, whose condition can be expanded as

A0 = §°V, V2 = 50,0, — 5,00 (4.35)

Isolating g2°T¢, from (4.34) and substituting it into (4.35)) gives the following relation,
where in the second equality we have used the fact that in our approach the conformal
factor ) only depends on the radius,

00 = §9,0,Q — g™T%,0.Q — Fe0,.Q = g Q" — g*T", Y — FrqY. (4.36)

The quantity | , # 0 by definition and in principle also €|, # 0. The metric com-

ponent ¢ can be read off from (2.16)) giving g"" = % — i—?, which vanishes at #* by

means of the scri-fixing condition (4.5)) - the stationary values satisfy 7—’; — 'i: 22 = 7’:?;,

s0 | ;+ = O(9?). The background Christoffel symbol I, is calculated from the initial

data and it is such that at .#* the only nonzero component is I',| = 1| .. Then
I+ rlg

g"’”f:r will be zero at future null infinity by virtue of the scri-fixing condition. The only
remaining term is —F7Q: if FT‘JJF x Q¢ with ¢ > 0, then ’S RHS will vanish at
#* and the preferred conformal gauge condition EQ‘ = 0 will hold.

The explicit gauge evolution equations are given by

avygy  3ax . vy Py BB 203 xpe S
P (VI 0 G (. Y- ?ﬁgfﬁ X >§5 oo, AQX:Yeeﬁ ol
Y00 2x 2y QX0 a“XV00 QXYoo
af v, 3aB"™Y 2ad'B" ad BT 208" Byl BB
. ﬁ Yoo + B X . ! ﬁ . Oé(ﬁr)/ + A/B . /B + A);’Z’TT/B . )ACQBA;/TTX
Y00 2x & & r QX Yrr 20X Yrr
A N Ay N I NI ~ 2 o~y ~3
_’_O‘3XBT7M/ 4 QQBTﬁT,yTTIBT . O‘Br BT’YTT‘X/ 4 O‘ﬁr 57"'77“7“/ _ O‘Br 'Yrrﬁr + aff” 'YTTX,
267 a%x 2 &% a2y 262
~ 3 oA ~ R ~ R
_oBT A oy BB o BT BB (4.37a)
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The background metric components are denoted by &, BA’", X, Vrr and vgg. The two last
ones coincide with those of the background spatial metric introduced in - In the
followmg simplified version of the previous equations, 7, and 7y are set to unity, as done
in , the evolution equation ¢ is substituted in 8" and A" is also introduced:

& = Fol—ap P | 308X 20876 ony o _ sp aBxBR | 203x87
Yoo 2x & Yoo 2X @290 GPrXve
~ ~ AoA A 2 A2 A ~ 3 S
_aﬂﬂﬂrl N aB?pry N 208" ' _aftprX apr g’ N afry N ad/fr 2af"
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The quantities x, 7, and gy have not been substituted to maintain the freedom to choose
any of the evolution systems (2.76)), (2.78) or (2.82)).

4.5.2 In the physical picture

If instead of using conformal quantities in the definition we use the physical ones, the
gauge condition is formally the same,

A

The physical background connection Fcb is constructed from a time-independent phys1cal
metric g,. Transforming the above condition to the conformal quantities (using (/1
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(2.4) for the evolved and background metric and Christoffel symbols and the quantities
defined in (4.34])) gives

A a Q —C —abz 2 FC
A= —dT (49" = 4" 9ud*) + - (4.40)

The principal part of the equation is exactly the same as is (4.34]), but the source terms
involve factors of €2. Using (4.39)) on the preferred conformal gauge now yields

, . 004 | i wpe ceay FOO0
00 = §™9,0, — g™T¢,0.Q + —Qd (49" = 5" 9ud") = —3
R )2 o FTQ’
— gT‘TQ// . gabFZbQ/ + ( Q) (4§rr o gabgabgrr) o 0 ) (441)

The vanishing of the first and second terms in (4.41]) at .#* has been shown in the previous
subsection. The third term also becomes zero at null infinity, because §™| ,. = §"" g+ =
O(9?%) and §*g,, a combination of conformally rescaled metrics, is expected to attain a

finite value. The condition on the function F" now is F” , X Q9 with ¢ > 2.
v

The decomposition of (4.39)) into lapse and shift evolution equations is

afvpy | 3aB’Y | 4aBTQ 2087 w By oF
b = gol ot W 308X A0S 25 oy 3ai o
Yoo 2x Q & ) 2x Q
_20°x3e Y oty aiXBT e | 20°x000B" BT ad'br
a2xvp9 &2x%p0 &2 X0 &%rxve0 Q &
A~ N N ~ ! A N N A N ~ R
_2046T _ QSXBT%"TQ/ QSX'YTT/BT _ QBXBT%"TX/ agXBT'YMI a/@ﬂﬁr,ngl
r &2y &2 XYrr 262X %y 262X Yrr a2xQ
~ ~ ~ ~ 92 ~ ~
BB aB By aB B 208787 Y 2087y BT
o A29 + 422 o A2y A29 + A29
ax 26%x 26%x a?x< a?x
2 ~ 2 NES A2 oAy ~3 ~3
_a/BT/BT ’YTTX, aﬁTﬁT 'YT’T, a/BT ’Y’r’rQ, _ aﬂr ’Yrrﬁr a/BT VTTX, . a/BT ’77"7“/
a2 a2y a2%Q a2y 24252 242
T .
_ B e (4.42a)
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The simplified version of the equations equivalent to (4.38]) is given by
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4.6 Implementation

The gauge conditions described above have been presented from a theoretical point of

view.

Their implementation in the numerical code will require further tuning and ex-

perimenting, changing the source functions and damping coefficients in order to obtain a
stable numerical simulation. The tuning and changes performed in practice to the gauge
conditions have to respect certain requirements:

the gauge equations of motion have to be well-behaved as single equations: no
exponential growths should be present;

they have to provide an appropriate stationary solution, i.e. that is compatible with
the rest of the system and ensures that the slices in the evolution continue to be
hyperboloidal;

they form a hyperbolic system (see section with the Einstein equations;

they have appropriate eigenspeeds - this has to be checked especially at .+, where
no incoming speeds should appear, and at the horizon (if present and if excision is
being used).

I have not presented here the exact form of the source functions and damping coefhi-
cients because they are tuned according to the rest of equations involved in the simulations.
The actual gauge evolution equations used in the numerical tests are presented in section

(Lol



Chapter 5

Well-posedness and regularity

In this chapter we will treat two important properties of the continuum equations: the
well-posedness of their initial value formulation, which ensures the existence of a unique
solution, and their regularity, especially important at future null infinity, where the con-
formal factor terms diverge. If the system is not well-posed or the regularity conditions
are not satisfied, even with a perfect numerical implementation the simulations will be
unstable and crash at some point.

5.1 Treatment of hyperbolic equations

In chapter the Einstein equations were decomposed into a system of elliptic (constraints)
and hyperbolic (equations of motion) differential equations.

Hyperbolic equations usually describe dynamical processes that involve the propa-
gation of information in the form of waves from one place to another following a time
evolution. The difficulty is that not any choice of variables or equations is appropriate;
they need to be formulated as a well-posed problem to avoid the instabilities that will
appear otherwise.

5.1.1 Well-posedness

Well-posedness is a necessary requirement for successfully solving a system of equations
iteratively in time. It implies that an unique solution to the equations exists and that
this solution depends continuously on the initial data provided. This last condition can
be expressed as (see e.g. [85])

lu(@)]] < Ke®[lu(0)]]. (5.1)

The growth of the solution u(t) with respect to the initial data u(0), calculated using an
appropriate norm ||.|[, is bounded by certain finite values of K (not to be confused with
the trace of the extrinsic curvature) and a, so that it cannot be infinite.

Quasilinear systems of equations are systems which are linear in the highest derivatives.
This is the case of the Einstein equations considered here. The study of well-posedness
can be performed on this type of systems using a simple standard method. In this method
it is sufficient to consider the principal part of the equations. The spherically symmetric
reduced equations that will be used here are expressed as a mixed first order in time and

81
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second order in space system. The exact terms that belong to the principal part of such a
system are specified in the following subsection, but the basic rough idea is that it involves
only the highest derivatives of each type of variables. General theorems like theorem 4.3.2
in [85] state that lower order terms do not contribute to the well-posedness of the system.
The algebraic analysis performed on the principal part will determine the hyperbolicity
of the system of equations, which allows to make a claim on the well-posedness of the
corresponding initial value problem.

5.1.2 First order in time and second order in space systems

The equations obtained from the 3+1 decomposition contain first order in time derivatives
and second order in space derivatives. Their hyperbolicity analysis is more complicated
than in the first order in space reduction, whose features are described by plenty of
textbooks, but an implementation of the equations as a second order in space system
has a similar numerical behaviour and avoids introducing extra variables and constraints.
The analysis summarized here follows [55], TOT].

A common first order in time and second order in space system of hyperbolic differ-
ential equations has the following structure:

du=Pu  with w={ "), (5.2)
v

with the matrix P given by

B A'9; + B C
P= ( D90,0; + B, + F G, +J ) : (5:3)

There are two different types of variables: u represents those which are derived twice in
space, whereas v stands for the ones which are derived at most once.

A Fourier transformation is now performed on the system, using w; = wn; and M"™ =
M'n;. This gives the equivalent matrix to P in the Fourier space, P. Tts principal part is
given by the higher order derivatives in each of the four blocks and is denoted as P’, the
second order principal symbol:

5 iwA" + B C 5 TwA™ C
P= < —wW?D™ 4+ jwEY+ F  iwG" + J > ’ P = < —wrD™ G ) : (5-4)

The system will now be reduced to first order in the Fourier space using a pseudo-
differential reduction. To do so, the new variable w = iwa is introduced, giving rise to
the following system (and the constraint C = w — iwu):

U
@ﬁR = PR’&,R with ’lAj,R = ) (55)
w
and a new matrix
A B A" C
Pr=1 0 iwA"+B iwC . (5.6)

F oawD™ 4+ B qwG"+ J
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The principal symbol of the first order is given by the elements in Pp, that are multiplied
by iw:
0 0 0
Ph=| 0 iwA" iwC |. (5.7)
0 wD™ 1wG"

Now writing £ = PI’% /(iw) to simplify the notation, the principal part of the system is
formally solved as:

Ot = Ppup = iwFur = ag(t) = e“Fag(0). (5.8)
If F is diagonalizable and has real eigenvalues, the solution will be purely oscillatory and
bounded by the initial data. In this case, the initial value problem is well-posed.

5.1.3 Hyperbolicity

The analysis of the principal part matrix E is performed using a Jordan decomposition.
It can be considered a generalization of the Eigen decomposition: apart from the ele-
ments in the diagonal, the Jordan canonical form can also have non-zero values in the
superdiagonal. These appear due to the existence of Jordan-blocks, which are placed in
the diagonal of the Jordan canonical form. If a matrix is diagonalizable, its diagonal and
Jordan canonical forms coincide.

Both complex eigenvalues or Jordan-blocks in the Jordan canonical form of the ma-
trix £ can cause growing modes that will give an ill-posed problem. The properties of
the matrix £ determine the hyperbolicity of the equations, and thus the well-posedness
(provided that the similarity matrix is regular). The different possibilities are:

o If all eigenvalues (the characteristic speeds) of the principal part matrix are real,
the system is called (weakly) hyperbolic, and it is well-posed in absence of lower
order terms.

e If a complete set of (left) eigenvectors exists and no Jordan-blocks appear, the
system is called strongly hyperbolic, and admits a well-posed initial value problem.

e If the system is strongly hyperbolic and also admits a (direction-independent) con-
served energy it is called symmetric hyperbolic. In one dimension strongly hyper-
bolic systems are always also symmetric hyperbolic, because they are not direction-
dependent and a conserved energy is to be found without exception.

The BSSN-type formulations of the Einstein equations are known to be strongly hyperbolic
[135], 117, 8T, 29]. Indeed the systems of evolution equations (2.76)), (2.78) and (2.82))

together with the gauge conditions considered in chapter 4| have a diagonalizable principal
part matrix with real eigenspeeds and a full set of eigenfields. Adding spherical symmetry
to it means that the system is symmetric hyperbolic and thus the problem is well-posed.

5.1.4 Characteristic decomposition of the equations

The system of spherically symmetric GBSSN and Z4c equations presented in (2.76) can
be analyzed with the tools presented in the previous subsection. As a first order in time
and second order in space system, its variables are divided into
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u variables, those which appear spatially derived twice: Y, Yor, Y00, v, A" and @.
v variables, with only first spatial derivatives: A,., K, A", ©, B" (if present) and II.

The eigenfields of the system will include the spatial derivatives of the u variables, denoted
by le /7;",'7 7&97 O/J Br’ a’nd q),'
The lightspeeds of the system are calculated from the line element by imposing ds? = 0

and solving for ¢ = %. The result is ¢y = =" + a, /%.

to the change in the coordinates given by ¢y = —(". These three velocities are plotted
in figure for flat spacetime and in presence of a Schwarzschild BH. The speeds are
proportional to |Kcpel|. As expected for asymptotic flatness, the behaviour of the speeds
in the vicinity of .# " does not change if a compact object is present at the origin. There
are no negative speeds at .# ", which is a consequence of the fact that future null infinity
is an ingoing null hypersurface in the conformal picture. Similarly, at the horizon of the
Schwarzschild BH there are no positive speeds, because all radiation is infalling.

There is an extra speed due

0.6 Flat ) 0.6 Schwarzschild P
i Co L LT Co e
C, - C,
L C_ || C_ e
0.4r 0.4 .
02" / 020 s
0=+ 00—
_02 \ L L _0.2\ L L L L

00 02 04 06 08 10 S0 02 04 06 08 10

Figure 5.1: Zero speed ¢y = —(" and lightspeeds cx = —5" £ «, /% plotted for flat

spacetime (left) and a Schwarzschild BH with M = 1 (right), using K¢y = —1 for both.
Again, r, = 1. The vertical line in the right plot indicates the radial position of the
horizon, where ¢y, c_ < 0 and ¢, = 0. At .#" we have ¢y, c,. > 0 and c_ = 0.

The eigendecomposition (or characteristic decomposition) of is presented in
table to which the eigenfields x, V., Y09, @, B7 (if evolved) and ® have to be added
with zero propagation speed. For generality we have determined the eigenfields and
eigenspeeds keeping the angular metric component gy as an evolution variable, but it
can be eliminated using the freedom of the determinant of the conformal metric. Indeed
it is only after fixing this degree of freedom that we obtain the standard Zdc/CCZ4
formulation out of our equations. If vy is eliminated, the first eigenfield listed in table
vanishes and the substitution has to be applied to the rest of eigenfields.
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Table 5.1: Eigenfields and eigenspeeds, using ¢o = —f" and ¢+ = —(" £+ «, /7):%

System Eigenfields Eigenspeeds at S
GBSSN / Z4c 2oy Doo 0 0
Yrr Yoo , , ,
T Qe g Joe 220 4 X0 3
GBSSN / Z4c 27, A el s wrxA”" c_ 0
r - o7 2a/ ! 3 27
GBSSN / Z4c 2’)/TTA - % + ﬁ ~ a + X; - \/’WAW Cy Ty’KCMC‘
GBSSN / Z4c & =K c_ 0
CBSSN / Zac =K . 22 | Keare
GBSSN PyT‘T‘AT - % - % + 2% Co %’KCMC’
r_ e oo 42X Yrr
Zdc Ve 27y 733 - X +2 X © € 0
r - o7 2x' r 2r
Z4c ’Y’FT‘A - ;/7 - ﬁ + % —2 77@ C+ T]|KC'MC’|
G/Z + fixed shift 27, AT — 2= 4 ~ Co YKol
G/Z + harmonic shift 27, A" — 27"‘/ + X;/ + 2 %5” c_ 0
G/Z + harmonic shift 27, A" — 27"‘, + X;/ -2 %5’"' cy 2%|KCMC|
Scalar field '+ 1 /2 (IT — prd) c_ 0
Scalar field P — 1 /%(1:[ — 5rd) cy 2%|KCMC|

As already shown in figure [5.1] and also indicated in the last column of table [5.1], the
eigenspeeds at £ are either zero or positive, so that no incoming radiation exists.

The first group of five eigenspeeds and eigenfields is given by the Einstein equations
and the generalized harmonic lapse (chosen as (4.26]) or (4.37a))) and is common to all
combinations (except for the first one that disappears if gy is eliminated). In the second
group the first row corresponds to an evolution without © variable, whereas the other two
appear in case of the Z4c system. The choice of a fixed shift or the generalized harmonic
shift condition (given by (4.32b]) or (4.37bl), as their principal part is the same) determines
which eigenquantities to select from the third group. The fourth group accounts for the
scalar field equations, whose principal part decouples from the rest of the system.

This eigendecomposition can be compared with the ones presented in [49, 67], making
the substitution of A" by I'", rearranging some eigenvectors, omitting the scalar field part
and substituting the harmonic lapse by the 14log slicing condition and the harmonic shift
by a Gamma-driver condition.

The eigendecomposition corresponding to the Gamma-driver shift conditions (de-
scribed in subsection is not shown here because their free parameters A and u
make the eigenfield expressions very complicated and long. What is important is the
fact that evaluating the eigenspeeds at £ allows us to determine the allowed values of
the parameters. There will be no negative eigenspeeds (no incoming modes) at #* if

Ap < (%“KC MC)2 of the Gamma-driver condition with auxiliary variable B (4.29)) and if

A< % (wKCMC)2 for the integrated version 1} The reason for keeping the parameter
1 separated from the parameter A when tuning the Gamma-driver shift condition (4.29)
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is that even if the eigenspeeds depend only on A p, different compatible choices of A and
i can present a different numerical behaviour.

The change from conformal K to physical K or to AK only involves a rescaling by
2 in K in the eigenfields. The same is valid when transforming from © to ©. The
eigendecomposition for is obtained by substituting K = % and © = %, and the
one for (2.82) by transforming K = ATK and © = %. The other terms involved in the
transformation (2.39¢) become non-principal part terms and therefore do not appear in

the eigendecomposition.

5.2 Regularity of the equations at null infinity

The regularity of the conformal factor terms was already mentioned in section [4.2] where
the preferred conformal gauge was described. As a reminder, the divergent conformal
factor terms arising from the transformation of the Ricci or the Einstein tensors due to
the conformal metric rescaling, given by and respectively, are formally singular
at #T. Certain relations between the variables have to be satisfied, so that the numerators
cancel with the appropriate order of {2 and in the limit {2 — 0 the divergent terms attain
a finite value. These relations between the variables will be referred to as regularity
conditions. We will assume that they are valid at ..

The regularity conditions arising from (2.3)) (or equivalently (2.6])) are summarized as:

Vvl ,, = 0, (5.9a)
_ 1 _
(vavb Q— =G0 Q) = 0, (5.9D)
4 P
2VOV,.Q -
(lim AV DQ) _— (5.9¢)
Q-0 Q o+

The first one is obtained by multiplying (2.3) by Q? and evaluating it at .#*. For the

other relations, (2.3 (or (2.6))) is multiplied by © and its trace-free part for (5.9b)) and
its trace for (5.9¢) are evaluated at & .

5.2.1 Regularity of the tensorial equations: approach

The regularity conditions of the tensorial equations and can be studied
by separating the angular components from the radial one. For this, the variables and
equations have to be decomposed in [2+1]+1 form.

The starting point is to write the line element as

ds* = —a*dt* + L*(dr + " dt)(dr + 5" dt)
+qap(d0? + b dr + B dt)(d6P + b7 dr + 5P dt), (5.10)

where L™2 = 3% D,rDyr equivalently as with the lapse function. The normal vector to
the level sets of r is denoted by 5% and is defined as §* = LD%r. It is related to the
two-metric @, on the spheres orthogonal to these level sets by

Gab = Yab — SaSb- (511)
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The conformal spacetime metric can be expressed in terms of the decompositions as
Jab = —Nally + Yab = —NaMp + SaSp + Gab- (5.12)
The coordinate light-speeds of light-rays traveling in the 4s° directions are,

d,=—-p"+L"a, (5.13a)
A= -pBrF vt L, (5.13b)

radially and in the angular directions respectively. Obviously, ¢/} coincide with the light-
speeds ¢y of the spherically symmetric reduction presented in subsection [5.1.4]
Expressing the regularity condition (5.9al) in the [2+1]+1 decomposition gives
(—(E;LQ)2 + (L) + q“b?aQ?bQ) “/ﬁ =0. (5.14)
Assuming that the boundary €2 = 0 is also a level-set of the radial coordinate r = r,, the
previous expression becomes simply,

(La0)?] . = (L), . (5.15)

One of the conditions for the scri-fixing described in was that in our implementation
Q) is time independent. Assuming the level set condition this translates to

8,Q| . = (AL + LB"L:Q)| ;. = 0. (5.16)

This is the basic picture where the regularity conditions can be derived. The calcula-
tion itself is still ongoing work.

5.2.2 Regularity of the spherically symmetric equations

The regularity conditions of the spherically symmetric equations can be easily derived
by looking at the numerator of terms divided by §2. The regularity conditions for the
evolution system , the one that uses the physical K and is almost the same as the
one tested numerlcally, are the following:

290‘2(39/, which appears in ([2.78f)),

and regularity requires that the numerator vanishes at .# . This implies that

e There is only one term with Q2 in the denominator:

= 0. (5.17a)

Using the I’'Hopital rule, the mentioned term is substituted for the rest of the analysis

!
b 200 ]
y Qypr

e The rest of the conditions will be given by the terms that are divided by €2 in the
evolution equations. The condition that makes the numerator of €2 in y vanish is

~ TQ/
(L (5.17b)

g+ «

S+
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e Before obtaining the regularity conditions for the variables A,, and A", it is conve-
nient to do a separate calculation for the GBSSN and Z4c equations.

— GBSSN: The regularity condition for 4, is computed from the quantities over
Q2 in A,, and then substituted into A" to obtain the expression for A" in an
equivalent way. The resulting conditions are:

A, G;ESSN _ (_ axvp | 20X QQXQ:/ _ 2ax X Vrr ) ‘ . (5.17¢)
! 36”}@9 357‘ BBTQ Bﬁr"nﬂ Bﬁr’)/rr g+

Ar@Bssy _ [ 4K’ Sax Y n darx v, B 8arx'Y B 8ax Y’
- k1Y 307K, 3BTR1vee s 307TR1YE 30TRIY,

4 Q/ / 2 2 / !
3B7K1Ye.  TeYee  TrVer  VeoVer 2V ) | g+

— Z4c: To calculate the regularity conditions corresponding to the Z4c equations,
first all Z, have to be substituted using . The A,, and A" variables
involved in the regularity conditions appear in the singular terms in both A,,
and A", so that the system has to be solved together. The solution yields:

1 8 ~ 202k Y
Ar‘r Zdc = -2 K/ TT_—TT
s S\ + 3677,y (k1 — 257CY) ( g xR Iy
2 / 2 2 Q//

R o e LR P

Yoo Q

4aB"xv, 8
+aﬂ+ + §a2X®/’7rr + 208 X, — 4B XY
'y
208" er/ /
_40557”)(77"7“9// + O[ﬂ X7 799):| ’ (5176)
Yoo g+
1 657*2917/ 5
A" Z‘4C _ 4 r@/ 06 4 d
st 8a2x§Y + 367,y (kg — 2B7€Y) ( i Yoo b

_3045’”/11%9 B 6a" Ky n 66" K1Y n 3af k1L, n 1602 8Y

Yoo Ty 1700 2%y 7700
+1257’2Q’ 8axY  1287%y,, QY 4a*xVv,,  8aiy'(Y

Ty s Vrr 7700 Yoo Yrr Yrr

8 2 Q// 8 2 Q/ / 3 7‘2Q/ /

_ o X + o X2 ’77‘7‘ _ 5 77’7‘)‘| (517f)

77"7" f)/rr ’Yrr g+

e The regularity condition required for equations K and O is the scri-fixing condition:

B ax
O Yy
e The only missing term in the evolution equation of the scalar field auxiliary variable

II is satisfied if

— 0. (5.17g)
g+

i ‘ =0 (5.17h)
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Only if the relations (5.17)) are satisfied, the formally singular terms in the equations

will attain a regular limit at ff. The regularity conditions for the system ([2.82) can be
obtained substituting K by AK using ‘D for instance from (5.17b))

357QY

Af(‘ = —Kone —
g+

. (5.18)
g+

5.2.3 Regularity conditions arising from the gauge conditions

Extra regularity conditions may arise from the gauge conditions. To illustrate this, we
will consider some examples from the actual gauge equations of motion that have been
tested numerically and described in section [7.3]

e The gauge conditions where the lapse and shift are damped present the following
behaviour:

— The harmonic slicing condition (4.26]) with explicit source terms given by @
and the 1+log slicing condition (4.24)) with (4.25) and the source terms in ([7.14

are such that the divergent terms in the equations can only cancel appropriately

if, after using ([5.18]), the lapse satisfies

K ,
of o = —=EEE (5.19a)
— The same happens with the damping terms added in the Gamma-driver shift
conditions (4.29)) and (4.30) with source terms as in ([7.12)) and (7.13)) respec-
tively. If £gr # 0, then necessarily

Kconvery

; (5.19Db)

Br|y+ -

The previous regularity conditions on the gauge quantities have the effect of fixing
their values at £, as will be described in chapters [7| and . This puts further
constraints on the regularity conditions derived in the previous subsection, so that

(5.17g)) and (5.18)) now reduce to

Xl s+ = Yorl g+ and AK =0, (5.19¢)

”
among other simplifications in the regularity conditions ([5.17)).

e The harmonic gauge conditions with source terms calculated from the background
conformal metric components have no terms divided by 2. However, in
subsection [7.3.9, I will describe the form of a source function that maintains the
numerical simulation stable, namely F = % (&* — a?). The regularity condition
induced by this term is the same as . No regularity condition appears for the

shift - it is allowed to move at #*, see figure [8.9]

e The harmonic gauge conditions with source terms including background physical
metric components (4.43) do include terms that diverge at £ . After setting the
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source functions as indicated in subsection|7.3.10] (F” = 0 and F* = £af(a—a)) and
using the regularity conditions 1} the numerator of the {2 terms in 5" vanishes,
while the one in & gives the relation

— 0. (5.194)

1 r2 Q/
<2ﬁrQ/ - 504053 - _a2£OzKCMC7,7 - M)
g+

3 Kconersyos

In this case neither o nor 8" are fixed at # ", but their values have to satisfy this
relation.

The regularity conditions have to be satisfied at .#* so that the formally divergent

terms take finite limits there. The conditions also have to vanish with the appropriate
power of € to avoid the appearance of stiff terms. If a staggered grid (see subsection
is used, a stable evolution will automatically satisfy the regularity conditions. Neverthe-
less, in the case of a non-staggered grid, the conditions will have to be explicitly imposed
in order to be able to evaluate finite values of the RHSs exactly on .# 7.



Chapter 6

Numerical methods

The main ingredients required for the implementation of the equations in the code are:
the discretization in space and time of the variables, the approximation of the spatial
derivatives in the RHSs, the integration in time of the equations, boundary conditions,
dissipation and the calculation of the initial data. The importance of the Courant factor
and of convergence checks is also briefly discussed.

6.1 Spatial discretization

A continuum system of equations has to be discretized in order to be implemented and
solved in a numerical code. There are several discretization procedures available for
discretizing the spatial part. For smooth fields and simple geometries, excluding fluid
dynamics, the pseudo-spectral methods and the finite difference approach are the most
popular ones.

Pseudo-spectral methods, which are a variation of spectral methods, basically con-
sist of writing the solutions to the differential equations as a sum of some given basis
functions with time-dependent coefficients. The basis functions are selected depending
on the properties of the problem that has to be solved and common options are Fourier
series or Chebyshev polynomials. The number of terms in the sum is the same as the
number of points in the discrete grid. The spectral method thus uses all the gridpoints
in the interpolations, taking a global approach to the system. The coefficient equations
are solved using common numerical techniques and then the solution is reconstructed.
Pseudo-spectral methods provide exponential convergence when the solution is smooth
and the number of points they require is not very large. In spite of these advantages,
pseudo-spectral methods are not optimal for our purposes, because their global character
is likely to make them more difficult to stabilize, especially in presence of the divergent
terms at £+ that appear in the equations we consider. For a simple description of the
pseudo-spectral approach see [41].

The finite differences approach does not rely on a basis in the same way as the pseudo-
spectral methods do (the solution is assumed to be represented by a polynomial around
every gridpoint) and it only uses a certain number of gripoints in the interpolations (local
approach). The convergence order is finite, but due to its robustness it will better fulfill
our requirements.

91
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6.1.1 Finite differences

The first step is to discretize the values of the variables to be integrated along a given
number of points in the coordinates, or more generally, the variables they depend on.
Suppose a given function u(t, z) is one of those integration variables. A grid containing a
given number of points in ¢ and z is set and the function u(t, x) is evaluated at those points.
Assuming that the chosen grid is equidistant (mesh refinement will not be considered
here), the discretized quantities are

r, = xo+iAx ,i=0,1,..,1, (6.1a)
t, = to+nAt,n=0,1,...,N, (6.1b)
ul = ulty,x;). (6.1c)

The spatial derivatives of the variables are approximated by a difference quotient. In
the context of finite differences a difference quotient is given by a fractional expression
that includes a linear combination of the values of the variable at a certain number of close
points of the grid (called the stencil) in the numerator and a multiple of the grid-spacing
to the same power as the order of the derivative in the denominator. In a more intuitive
way, it is as if the derivatives were substituted by a discrete version of their definition.
For example, a first derivative is defined by

ou . u(x + Azx) — u(z)

oz - AliIEo Azx

(6.2)

and the corresponding finite difference (first order and forward) with Az grid-spacing is

ou Uj41 — Uy

%i Az

Uit1 — Uy

+O(Ar) ~ =

(6.3)

Finite differences are approximations to the analytical derivatives, so that they have
an associated error proportional to a certain power of the grid-spacing. The value of
this power gives the convergence order of the finite differences. The higher it is, the
faster the numerical solution will converge to the analytical one when the grid resolution
is increased. On the other hand, the higher the convergence order, the more terms the
stencil requires, which increases the calculation time.

The finite difference operators can be calculated using Taylor series, Lagrange poly-
nomials or a simple algorithm derived by Fornberg [68]. As an example, the 4th order
centered first and second derivatives are given by:

ou

—Uiyo + By — 8ui—1 + U2

- O A 4

oz |, 12 Az +0(Az),

0*u —Uiyo + 16w — 30u; + 16w;_1 — u;_o

vw i i i i i A 4 ‘
027 |, 12 Az? + oAz

The stencils can be centered (taking the same number of points on both sides) or
asymmetric. For the same order, the latter have larger errors. Depending on the fea-
tures of the problem, one or the other may be more convenient. For instance, one-sided
stencils may be useful at the boundaries, whereas using one-point off-centered stencils for
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advection-type derivatives arising from the shift vector is common practice in numerical
relativity simulations (see [58] for the shifted wave equation case and [102] for moving-
puncture BH results). A centered and an one-sided 4th order stencils at the boundaries
are shown in figure and the one-point off-centered stencil that will be used for the
advection terms in tests performed as part of this work is presented in figure |6.2

N S o -7 _-" e ’

‘o - e e °

Figure 6.1: Centered stencil on the left and completely one-sided stencil on the right,
both for 4th order finite differences.
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Figure 6.2: Off-centered stencil used with 4th order finite differences.

6.2 Method of Lines

The Method of Lines (MoL) technique allows to separate the space and time discretization
processes. In a system of partial differential equations (PDE)

—

opii = f(t, 7, i, Oz, 031, ...) (6.5)
where the array f in the RHS does not contain any time derivatives, the spatial deriva-
tives are discretized leaving the time dependence continuous. The resulting semi-discrete
system is no longer a PDE system, but has been transformed into a system of ordinary
differential equations (ODE). The time integration can now be performed using any ODE
discretization and integration method. For example, applying the Euler method (first

order) to the system (6.5)) gives
@t = @™ 4 Atf(t,, 7, @™, 05a™, 02a™, ) . (6.6)
Generally it is more convenient to use more elaborate methods of higher order, such as

the Runge-Kutta (RK) methods, which require some intermediate time-steps. Of those,
the most common one is the 4th order RK with 3 time-levels. For a differential equation
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of the form dyu = rhs(u,t) and time-step At, its expression is the following:

k1 = At rhs(u",t,), (6.7a)
ky = At rhs(u" + k1/2,t, + At/2), (6.7b)
ks = At rhs(u” + ko/2,t, + At/2), (6.7¢)
ky = At rhs(u" + ks, t, + At), (6.7d)

1
u™ = u™ + —(ky + 2ko + 2k + ky). (6.7¢)

6

This method is 4th order of convergence. Nevertheless, if the finite difference scheme used
for the spatial derivatives has a higher convergence order, the latter can still be achieved
for the numerical results by setting a sufficiently small time-step At, because in this way
the error of the time integrations becomes negligible.

6.2.1 Explicit and implicit methods

There are mainly two options to solve numerically a time-dependent problem: using an
explicit or an implicit algorithm. An explicit method obtains a solution for later times
from calculations that involve the current (and possibly previous) times, conceptually
written as

u" = F(u").
In the case of an implicit integration method, the solution at the following time-step is
included together with the previous time solutions in a function of the form

Gu",u"t) =0,

so that the numerical implementation for solving this implicit equation is more compli-
cated and more expensive computationally.

The Courant number C' is the quotient of the time-step At and the time interval given
by %, where v is the maximum propagation speed of the system. In the case of explicit
time integration algorithms, there is a maximum allowed value of the Courant number
that will provide a correct and stable solution. This is the Courant-Friedrichs-Lewy (CFL)
condition [63] and it can be written for one and n-dimensional systems of equations as

C:U_Atécmaxa C:Atz

v.
L < Chas- 6.8
Az — Az - (6:8)

A
The value of C,,,,, will depend on the exact integration method chosen. The interpretation
of this condition is that the numerical domain of dependence must include the analytical
one, so that the information required to integrate to the next time-step is complete.

The CFL limit can suppose a problem in explicit methods when stiff terms are present
in the equations. Stiff terms require very small time-steps to provide a stable evolution. In
this case the best option is usually to use an implicit integration scheme, because even if
they are more expensive computationally, they do not have a maximum allowed time-step
At and the integration can be performed using larger time intervals.

Efforts to obtain mixed implicit-explicit (IMEX) methods that combine the best fea-
tures of both approaches include the PIRK (partially-implicit RK) methods [116, [62], see
also [20], which have also been used in three-dimensional simulations with spherical polar
coordinates [25].
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6.3 Boundary conditions

The spatial integration domain where the variables are discretized and evolved is finite
due to the limited memory and computational power of the machines. Due to these
restrictions, the n-dimensional grids at whose nodes the variables are evaluated at each
time-step only cover a certain interval of the coordinates.

The finite difference stencils implemented to discretize the spatial derivatives require
the values of the variables at the gridpoints around the one where the derivative is cal-
culated. At the outer points of the grid some of these values will be missing. In order
to calculate the derivative at the boundaries, the missing information has to be included.
This is done by means of boundary conditions imposed on the ghost points, which are
extra points that lie outside of the original grid. The number of required gridpoints in the
stencil (and thus of ghost points) is determined by the order of the finite differences. For
instance, for a 4th order centered stencil, two ghost points have to be set. The bound-
ary conditions contain information about how the variables should behave on the ghost
points and will vary depending on the physical properties of the fields at each boundary.
In general, finding appropriate boundary conditions is a difficult problem in numerical
simulations.

The use of ghost points and boundary conditions can be avoided by using one-sided
stencils at the boundaries. However, the errors associated to one-sided stencils are larger
than in the centered case and in some cases special symmetry conditions may have to be
explicitly imposed.

6.3.1 Boundary conditions for the spherically symmetric code

In spherical symmetry the only spatial dependence is given by the radial coordinate r.
The initial data choices described in chapter [3] use a compactified isotropic radius that
takes values from the origin » = 0 to the location of future null infinity » = r,. The
different physics content at both ends of the grid requires a specific treatment for each of
them.

Boundary conditions at the origin

The parity (symmetric or antisymmetric behaviour with respect to » = 0) is a physical
property of each of the integration variables and has to be preserved at the origin. It
can be easily imposed as a boundary condition by filling the corresponding ghost points
(the ones on the left of the integration domain) with either with the mirrored value of
the variable with respect to r = 0 (even parity) or with minus the mirrored values (odd
parity).

Whether a variable has an even (symmetric) or odd (antisymmetric) parity is deter-
mined from physical considerations. In spherical symmetry scalar quantities will be even,
vectors can be odd or even and tensors inherit the parity property from the vectors that
compose them. The time derivative of a variable does change parity, whereas a spatial
derivative does change it from even to odd and vice versa. Similarly, multiplying (or
dividing) a variable by an odd power of the radial coordinate also inverts the parity. The
parity of each on the spherically symmetric variables in equations is the following
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(compare to section 4.2 in [I45] and section VI.A in [12]):
Even: condition is A(—r) = A(r) and is satisfied by x, Yrr, Y00, Arr, K, O, v, ® and I1.
Odd: condition satisfies B(—r) = —B(r) and the odd variables are A", 5" and B".

The conformal factor €2 is even and any rescaling of the variables involving it will not
change their parity. On the other hand, Q" is odd (this can be checked explicitly in
(3.34)). The compactification factor €2 is odd at the origin, as it is proportional to r
there.

Boundary conditions at the outer boundary

No information can enter the spacetime through future null infinity because it is an ingoing
null hypersurface. This means that if the boundary of the spatial grid is set exactly at
&t (and maintained there using the scri-fixing condition, see section , no assumptions
regarding the incoming modes have to be encoded in the boundary conditions because
these modes do not exist. Also if the values set at the ghost points (which lie on the
right of the location of # T, outside of the compactified spacetime) were not correctly
set, they should not affect the solution in the interior spacetime. This very convenient,
as the complicated problem of finding the appropriate boundary conditions is radically
simplified.

In an equivalent way as is done when using excision in BH simulations (putting an
inner boundary inside of the BH horizon), in principle we could also go beyond .#* in
the integration domain and put the outer boundary at a value of the radial coordinate
r > ry. The first drawback is that the conformal factor €2 becomes negative for r > 7,
and this turns some of the damping terms with {2 in their denominator into exponentially
growing ones, which is very likely to render the simulation unstable.

A simple and sufficiently good option for the calculation of spatial derivatives in the
vicinity of # T is to use one-sided stencils there. Nevertheless, a centered stencil may
be preferable in order to decrease the error of the finite differencing (we are actually
interested in calculating quantities on .# ). Besides, the dissipation operator that will
be described in section is defined using a centered stencil and will require ghost point
information anyway.

Taking into account the speed profile at .#* (all eigenspeeds are outgoing), extrapo-
lation is a good candidate to fill the values of the grid points. This is implemented in the
code using the outflow boundary conditions in [54].

According to the analysis in [54], the minimum order of extrapolation is different
depending on the kind of variables. For the u variables (the ones that appear spatially
derived twice) defined in subsection the extrapolation order has to be an order higher
than the order of the finite differencing, whereas for the v variables (with only first spatial
derivatives) it can be the order of the finite differences or an order higher like for u. The
conditions that are used together with 4th order finite differences are thus

Ax°D’upy = 0, (6.9a)
Ar°D’upy = 0, (6.9b)
Ax*Divr, = 0, (6.9¢)
Az*D*vry = 0 )
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The condition is applied on the I + 1 and I + 2 locations because a 4th order finite
difference stencil at the boundary requires two ghost points. The derivative operator D_
is a backward 1st order finite difference, whereas D, is the equivalent forward one. They

are defined as
Ui+1 — Yy

Ax
Expanding the conditions gives the following values for the variables on the ghost
points I + 1 and [ + 2:

Diu; = + (6.10)

urpr = Duy—10u;_1 +10u;_o —Huj_3 + uj_4, (6.11a)
Urres = Duryr — 10u; +10u;_1 — duy_o + uy_3, (6.11b)
vrp1 = 4dvr—6v_ 1 +4vr o — v_3, (6.11c¢)
Vrpo = 4dvr —6vr+4vr . — vros. (6.11d)

The “u” expressions are the ones to impose for the specially symmetric variables x, vy,
Yoo, U, ® and B, whereas the quantities A,,., K, A", ©, II and, if present, B” can use the
“u” or the “v” expressions.

Boundary conditions at the excision boundary

If excision is used inside of the BH, the treatment of the stencils at the inner boundary
T = Tege < Thorizon 1S similar to the one used at .#*. Provided that appropriate gauge
conditions are chosen, no information can enter the domain outside of the horizon from
the inside, so that no boundary conditions are required. The derivatives next to the
excision boundary can be evaluated using one-sided stencils or using extrapolation for the
ghost points at locations —1 and —2 (for 4th order finite differences) in an equivalent way

as in (6.9),

Az’Diu_y 0, (6.12a)
Ar’Diu_y = 0, (6.12b)
Az*Div, = 0, (6.12¢)
Az'Div, = 0. (6.12d)

The final expressions are the same as those in (6.11]), making the substitutions I by 0 and
+ by — and vice versa in the indices.

6.3.2 Treatment of the origin and future null infinity
The spherically symmetric equations (2.76)), (2.78) and (2.82)) are divergent at the origin,

r =20, and at # 7, located at r = r,. There are two main ways to treat these divergences:
either avoid the two problematic points using a staggered grid or use special conditions on
the variables and take limits in the equations to obtain the corresponding finite behaviour
at these two points.

Staggered grid

In a staggered grid the origin and .#* can be easily avoided: the gridpoints are moved
half a spatial step to the right and the rightmost point is eliminated. In this way, the
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integration domain covers r € (0,r,) and the ghost points lie on the left of » = 0 and on
the right of » = r,. An example of a staggered grid with two ghost points is illustrated
by figure [6.3

As a curiosity, a comparison between different resolution runs can be performed with-
out the need for interpolation if the increase of resolution is a multiple of three. This
is also depicted in figure [6.3] where a third of the gridpoints used for a given resolution
coincide with those of a lower one and thus allow for a direct comparison. In practice it
may be more convenient to use a smaller factor to increase the resolution (1.5 or 2) and
then interpolate in the post-processing of the data.

! ! ! ! Low resolution ! ! ! !
tor 00 0 v 0 Middle resolution v v v 0 0 |10
viprercrcrrocrerrrne High resolution vvvrvrvorirvininnfn

Figure 6.3: Disposition of the points in the staggered grid for three different resolutions.

The advantages of using a staggered grid is that it is very simple to use and no special
treatment is required at the points where the equations diverge. However, as the quantities
are not evaluated right on .#*, extrapolation is required to extract the signal there.

Non-staggered grid

A non-staggered grid is shown in figure [6.4] together with the higher resolution grids also
shown for the staggered case.

[ [ [ Low resolution [ [ [
o 1 1 1 Middle resolution 1 1 o
tefrrrrrrrrrrror High resolution v

Figure 6.4: Disposition of the points in the non-staggered grid for three resolutions.

The coordinate locations = 0 and r = 7, are completely different from the phys-
ical point of view, so that the approaches used to evaluate the variables and evolution
equations at those points will also be different.

The value of the variables at the origin can be determined easily using parity consid-
erations. It is done as follows, where we use a generic variable denoted by wu:

e Odd variables: an antisymmetric quantity necessarily becomes zero at r = 0, so

that the condition is simply u{™ = 0.
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e Even variables: if they are smooth at the origin, they must have a vanishing deriva-
tive at » = 0. The desired expression is obtained by approximating the first radial
derivative at the origin with a one-sided backwards finite difference of the desired
convergence order and then setting it to zero. The value of the variable at r = 0 is
then isolated and expressed in terms of the other values on its right in the grid. For
instance, for 4th order the resulting expression is

b Ut = 36ust + 16usT — 3ult!
— o :

n
Uy

This procedure is mentioned in section 5.2 of [145].

The value of the variables at .# " cannot be determined by parity considerations. In
order to make sure that the terms divided by €2 in the evolution and constraint equations
are well behaved, i.e. do not become infinite, the variables have to satisfy certain regularity
conditions at 7 = 1. This is explained in detail in section To be able to evaluate
the RHSs on .# ", the 'Hopital rule has to be applied to the formally divergent terms, so
obtaining equations which are regular there.

6.4 Dissipation

The presence of artificial dissipation in numerical simulations has the effect of damping
unphysical high frequency oscillations and thus keeps the simulation stable. For this
reason adding an extra dissipation term to the equations is common practice. A possible
way of introducing dissipation is adding Kreiss-Oliger dissipation terms [107] as used in
[21] to the RHS of the evolution equations,

du — Ju + Qu (6.13)

where @ is the Kreiss-Oliger dissipation operator of order 2n (suitable for a 2n — 2 con-
vergence finite differencing), given by

Drpr

Q=e(-1)"(Ax)>? S (6.14)

The parameter € regulates the strength of the dissipation and the derivative operators D,
and D_ are given by (6.10).

The convergence order of the finite differencing is unaffected by the addition of Kreiss-
Oliger dissipation, because the order of convergence chosen for the dissipation terms is 2
orders higher. This requires an extra ghost point, which is filled using the parity conditions
at the origin and using extrapolation at £+, as described in section [6.3]

6.5 Convergence

A well-posed initial value problem needs an appropriate numerical implementation to
provide correct results.
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6.5.1 Lax equivalence theorem

One of the ingredients of a successful numerical implementation is consistency. A dif-
ference scheme is consistent with the original equations if the difference between both
decreases as the spatial and time resolutions increase. This is possible if the truncation
error of the discretization scheme is proportional to a certain power of Az and At.

Another important ingredient is stability. Numerical stability of a numerical algorithm
can be studied with a von Neumann analysis. This includes the CFL condition mentioned
in section [6.2.1} In this sense stability can be considered the discrete equivalent to well-
posedness.

The Lax-Richtmyer Equivalence Theorem ([108], included as theorem 5.1.4 in [85])
states for a well-posed problem of a linear system of PDEs that consistency and stability
imply convergence. Convergence means that an increase in spatial and time resolution
causes that the numerical solution approaches the exact one, thus ensuring that the results
are correct.

6.5.2 Convergence of the numerical results

The order of convergence of a discretization method can be calculated from the numerical
results even in absence of an exact solution. Suppose a method of convergence order p
used with a grid of spacing h. The numerical solution is given by uj, = Uezaet + € AP, where
Uezact 18 the exact solution and e is the h-independent scaled error. If the resolution is
increased by a factor f, the new solution will be us, = Uezaet + € (fh)P. Increasing the
resolution again by the same factor f gives uy2;, = Uegaet + € (f?h)P. The quotient of the
differences between consecutive increases of resolution provides a value that depends only
on the known factor f and the order of convergence of the method p:

Uyp2p — Ufh - (ue:p(zct + 8f2php) - (uemact + 5fphp) o ghp(fQP - fp) o fp(fp B 1) . fp
Ufp — Up (uexact + gfphp> - (uexact +e€ hp) € hp(fp - 1) fp -1 .
(6.15)
This procedure can be applied to any numerical quantity, for which results at the necessary
resolutions exist, to obtain a numerical confirmation of the value of the convergence order.
If it is correct, then the numerical implementation of the equations converges appropriately
and we know that the solution obtained is the correct one.

In the case of constraint equations, whose exact value is zero, convergence can also
be checked by comparing the different resolution values directly. Denoting the value of
the constraint by u, we have that uy, = e h?, ugp, = € (fh)? and w2y, = € (f2h)P, so that
Uth/ufh = ufh/uh = fp‘

6.6 Numerical calculation of initial data

The code used to run the simulations presented in this thesis is a one-dimensional spher-
ically symmetric code. The time integration by the MoL is a 4th order RK, as described
in (6.7). Finite differences of orders 2nd, 4th, 6th and 8th are implemented, but for the
results shown here 4th order differences were used. Kreiss-Oliger dissipation is added to
the discretized RHSs as described in section [6.4]
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6.6.1 Calculation of the compactification factor Q

In flat spacetime Q = Q, where there is a simple analytical expression. However, trum-
pet initial data require the calculation of the critical value of Copc and the numerical
determination of €.

The critical value of Copre calculated from the values of M, @) and K¢ by isolating
it from is given by an analytical expression only for () = 0,1. This analytical
expression can acquire an imaginary part due to round-off errors, so that in practice it
is more convenient to calculate the critical value of Copre numerically (for any value of
@ < M). In the code this is done by means of a simple bisection method. The bisection
method is robust but relatively slow, although the second aspect is not a problem because
the Ceope is only determined once in the numerical simulation.

Once the trumpet value of Cops¢ is determined, we proceed to construct numerically
the profile of the compactification factor Q. As a first step it is convenient to calculate
the value of Ry, the double root of that corresponds to the choice of critical Copsc.
This is also done with help of the bisection method.

The differential equation for €2 is given by substituting the appropriate expres-
sion for A(g). We now transform the compactification factor to a new Q given by

G-1- g (6.16)
T

Now the differential equation for €2 is given by

. 1 . R )
Y = o |9C2e0 — 54CE R — 607 (80CEyc + ComeKore R — SMR))
0

+135C21,c0" + 902 (15C2 1,0 + 2ComcKomc Ry + RE (R2 — 6MRy))
—18Q (3CZ 10 + ComeKeme Ry + R (R2 — 3MRy))
+9C2 10 + 6ConcKema Ry + Ry (K& yc Ry — 18M Ry + 9RF) | i (6.17)

Note that there is no dependence on r inside of the square root. The transformation
is such that  and ' vanish at » = 0 and  goes to unity at .#*. The transformed
compactification factor corresponding to the ) that was already presented in figure
is shown here in figure [6.5

The quantity Q) is determined via a shooting and matching approach. First an initial
guess for the value of a quantity A is set at the origin as Q(r = Ar) = Ar?A and it is
integrated along the radial coordinate with a RK of 4th order until .#* is reached. The
value obtained there is compared to Q(r =ry) = 1. Using the bisection method a better
initial guess for A is found and the process is iterated until the discrepancy between the
calculated value at #* and Q(T = 1y) = 1 is smaller than a chosen threshold. Now only
transforming the obtained profile back to Q using is left.

There is a limit to the maximum value of |K¢psc| that could be set in the BH simu-
lations. The reason is that the just described calculation of the compactification factor
requires more than double precision to be calculated numerically. The larger the absolute
value of K¢y, the larger the numerical precision required and Koy < —1.5 needs more
than quad precision, the maximum available by the compiler used.
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Figure 6.5: Transformed compactification factor Q for M = 1, Q =0, Keye = —1 and
corresponding critical Copre. Future null infinity is located at r, = 1.

6.6.2 Numerical solution of the spherically symmetric constraint
equations

The momentum constraint is independent of the quantity 1, so that it can be
solved separately. The spacetime at £ is asymptotically flat, which means that the
scalar field @ tends to zero when approaching .+ (® = % is finite there). The quantity
A,, should therefore take initially its flat spacetime value there (A, |, = 0). This

implies that the value of 14 defined in (3.46]) has to satisty 4| ,+ = 0.

We will choose initial data of compact support for ® as described in subsection .
The parameters will be set in such a way that the perturbation vanishes at the origin and
at null infinity. This means that the source term in corresponding to the scalar
field vanishes everywhere where &3’0 is zero, more specifically at » = 0 and r = r,. Thus
the solution for ¢4 will be zero there.

Knowing this we can set 14|,_, = 0 as initial value and integrate towards .#* using a
RK of 4th order. This method requires calculating the solution at half spatial steps. One
possibility to go around this is to integrate first the even gridpoints and then the odd ones,
which does not pose any problems given the simplicity of the differential equation. At the
end of the integration procedure we obtain that the value of ¥4 in the neighborhood of
7 vanishes, as expected. Two example solutions for 14 are shown in figure [6.6] where
stgn = 1 was was chosen to obtain a mostly outgoing scalar field perturbation. The
corresponding ingoing versions (sign = —1) would have the exact same form below zero,
so sign — —sign = ¥4 — —4. The parameters are the same ones used in the plots in
subsection [3.5.21

Once the value of ¥4 is known, it is substituted into the Hamiltonian constraint
and the solution for ¢, defined in (3.46), can be obtained. This is done via a shooting

and matching method. An initial guess is made for the value of ¢ at the origin and then
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Figure 6.6: Examples of solution of ¥4 with Koy = —1 and sign = 1: on the left the
solution for regular data and on the right the one in presence of a BH with M =1, Q =0
and critical Copre. If sign < 0, then 14 would take negative values.

the differential equation is integrated using a 4th order RK until .#* is reached, where
by comparing the result with | ,. = 0 (asymptotic flatness condition) a new guess is
produced. The procedure is repeated until the error in the | ,, obtained is below the
chosen threshold. Examples of 1 corresponding to perturbations of regular initial data
and a Schwarzschild BH, calculated using the ¥4 profiles in figure are presented in

figure [6.7]
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Figure 6.7: Examples of solution of ¢ with K¢y = —1 and sign = 1: on the left the
flat-spacetime-based solution and on the right the one in presence of a BH with M = 1,
() = 0 and critical Cope.
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Chapter 7

Numerical experiments

7.1 Results of a straightforward implementation

The first numerical test I performed with the Einstein equations expressed in terms of
the conformal metric was with the GBSSN evolution system in (2.76), with a fixed shift,
the slicing condition and with flat spacetime initial data as shown in figure [3.15]
The spatial grid was staggered, so that the location of .# " was avoided. The numerical
evolution was unstable and it crashed after a few time-steps. With “crash” I mean that
the variables (at least one of them) acquire a very large absolute value, of the order of
103", or they become indeterminate, with output “NaN” (not-a-number), in some part
of the integration domain. These effects are the result of either a continuum instability
of the equations or a numerical instability of the implementation.

The instability observed in this first numerical test presented high-frequency fluctua-
tions close to . that would appear after very few time-steps. At some point the values
of the variables become very large or NaN at one of the nearest gridpoints to .#+ and
the simulation was considered to have crashed. The “crash-time” was not affected by
changes in the time-step, but it became smaller with an increase in spatial resolution -
meaning that the outermost gridpoint was closer to .#*. This indicates that the instabil-
ity is originated by a property of the continuum equations and not by a numerical artifact
of the implementation. Knowing that the system of equations is complicated and that
the CFEs are prone to continuum instabilities [103] [100], such a behaviour was expected.
Nevertheless, the problem can be analyzed and fixed.

7.2 Steps towards stability

The Einstein equations form a non-linear system, which makes the study of stability of
their implementation especially difficult. If an instability arises in any of the equations, it
may contaminate the evolution of the rest of variables very fast due to the non-linear cou-
plings between the equations. This makes the task of finding the origin of the instability
very difficult.

Stability does not only depend on the evolution equations themselves, but also on
the background around which the evolution takes place. A stationary background (like
flat or Schwarzschild spacetimes) is relevant for our purposes and also a simple choice.
The initial data will consist of perturbations of the given stationary solution. Choosing

105
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a stationary background also allows to study a linearized version of the equations around
it. To do so, all variables in the equations are expressed as a Taylor expansion to first
order around the given background. An unstable linearized system is unlikely to become
stable in its non-linear form, so first trying the linearized system can be a useful approach,
because it is a simpler problem to solve.

When studying the equations in search of the origin of the instabilities, it is very
helpful to divide the system of equations into smaller parts and analyze those. The
smallest division is to consider the single equations, then subsystems of two or three
equations will be constructed and analyzed.

7.2.1 Analysis of the single equations

The simplest subsystem that can be analyzed are the single equations. For each equation
in (2.76) or (2.78)), as well as the gauge equations, all quantities except the one that is
being evolved are substituted by their stationary solutions. For simplicity in the analysis
we will suppose that the stationary value of the variable under study, that will be denoted
by A, is zero. This can be assumed without loss of generality, because with the appropriate
variable transformation this can be achieved for any evolved quantity. A model equation
for A including the relevant terms (it is actually a linearization of the complete equation)
is

A=ad + (b + é) A, (7.1)
where the coefficients a, b and ¢ are time-independent functions of the radius. Higher
order terms in A may appear in the single equations, but they do not have a relevant
effect on stability. This equation serves to model the behaviour of the quantities A,,., A",
K or K and possibly a and 8", which are the ones more likely to pose stability problems.
Regular equations of motion (without divergent terms), like the ones for ., or 9, should
not require any numerical tests.

The objective of the study is to detect exponential growths. They will arise when
the coefficient (b + 6) > 0, so that simple inspection of the values taken by b and ¢
will give us useful information. The advection term with coefficient a only propagates
information on the grid and does not play an important role for long-term solutions of the
equations where all perturbations have already been radiated away, so it does not need
to be considered in the stability analysis. If ¢ > 0, the growth at .#* will be very fast
and the simulation is very likely to crash after only a few time-steps.

If b > 0 (or ¢ > 0), one of the checks that should be performed on the equation is to
see if there is a stable stationary solution of the equation, because A = 0 turns out not
to be one. This can be easily done by plotting A as a function of A (for specific values of
the radius and dropping the advection term) keeping all of the non-linear terms. If there
is another A; # 0 where A(Al) = 0 and the slope of A is negative there, A; is a stable
solution of the equation.

The mentioned stability conditions on the coefficients are a property of the continuum
equations. At the numerical level there are also important stability conditions to satisfy.
One is the value of the Courant factor defined in (6.8)), which has to satisfy the CFL
limit condition. In presence of stiff terms it may even be smaller than expected. The
initial perturbations to test the stability of the equations are chosen small enough so that



7.2. Steps towards stability 107

they do not “break” the coordinate system. It is useful to first select small perturbation
amplitudes to avoid exciting the non-linear effects in the equations.

7.2.2 Analysis of subsystems of equations

Once the single equations present stable and appropriate numerical behaviour, a hierar-
chical way of constructing a well-behaved complete system consists of first testing small
groups of equations. Each single equation of (2.76)), (2.78)) or (2.82) by itself is hyperbolic,
but not every combination of equations taken from (2.76), (2.78) or (2.82)) is. With the
purpose of reducing the number of variables as much as possible, it is useful to fix the
determinant freedom of the conformal spatial metric and eliminate gy in terms of ~,,
using , to solve the vacuum equations (not evolving the scalar field), to use a fixed
shift and to consider the GBSSN equations, not evolving the Z4 quantity ©.

Another requirement of our setup is that the values of the eigenspeeds have to be
larger or equal to zero at #*. If a BH is present in the simulated spacetime and excision
is being used, then the eigenspeeds have to be negative or vanishing at the horizon.
For the possible subsystems that can be constructed from (and appropriate lapse
condition), the resulting characteristic speeds satisfy these conditions.

The hyperbolic subsystems of (2.76)) or (2.78) can be divided into two groups:

e Subsystems that involve the trace-free part of the extrinsic curvature (A,, in our
ansatz) and the difference of contracted connections (A”): certain combinations
of the metric component 7, (and 7 if not eliminated) with A,,. and/or A" are
hyperbolic. The conformal factor xy can also be added to any of them without
breaking hyperbolicity. The possible hyperbolic combinations are listed in the first

part of subsection [7.3.2]

e Subsystems that involve the trace of the extrinsic curvature (K): the equation
of motion of K (or equivalently K) only includes o’ as second derivatives of the
metric components, so that in our setup it can only couple hyperbolically to the
lapse evolution equation. The possible hyperbolic choices are a/X and ay K.

In the same way as with the single equations, the hyperbolic subsystems have to be
numerically checked for exponential growths of any of the variables.

7.2.3 Tracking down instabilities

Possibly the more powerful tool to locate the origin of instabilities is by visual inspection
of the numerical data. In order to simplify the visualization, it is useful to have very
simple stationary values (like 1 or 0) for the variables. This can be easily achieved by
simple variable transformations, see next subsection. Another aid in tracking down the
origin of the instability is plotting the RHSs of the equations in time and search for the
first exaggerate growth.

If an exponential growth has been detected, plotting the data in a logarithmic scale
allows to estimate the slope of the resulting straight line. Knowing its value can help
identify which term in the equation is causing the exponential growth. Another way of
trying to find where the instability has its source or checking if an existing guess is correct
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is to add damping terms of the form —AA or —%A with A, € > 0 to the corresponding A.
Obviously, the solution of the resulting set of equations no longer satisfies the Einstein
equations, but the terms added by hand serve as a trick to find and understand the
instabilities.

Checking if the regularity conditions listed in subsections [5.2.2] and |5.2.3| are satisfied
by the numerical data during the evolution can also provide hints about the origin of the
instabilities.

7.2.4 Variable transformations

Certain well-chosen variable transformations can help solve some of the continuum in-
stabilities present in the equations. Some transformations change the principal part of
the system, while others do not. To see this, consider the u and v variables defined in
subsection [5.1.2] Let us denote a given u variable as A, and a given v variable as B,.
The possible variable transformations can be classified as follows:

e The principal part remains the same after performing transformations of the form
B, — B, + f(u), where f is the function that defines the variable transformation
and u denotes any u-type variables involved in the transformation. The principal
part is left unchanged because the terms arising from the mixing with the u variables
are all non-principal part terms.

e The principal part is likely to change under transformations of the form A, —
f(Ay,u), B, = f(By,v) and B, — f(B,, ), because the same type of variables (in
the sense of u, v and w = u') are involved and thus the spatial derivatives that form
the principal part will also change. However, as these are similarity transformations,
even if the eigenvectors of the system may change, the eigenvalues and hyperbolicity
properties of the system remain the same.

7.2.5 Constraint damping

At the continuum level the constraints are satisfied exactly, so that adding a multiple of
them to any evolution equation gives a new system of equations that is exactly equivalent
to the original one. In a numerical simulation the constraints are only satisfied to some
extent, there is always some numerical error. However, if the value of the constraints con-
verges to zero, this manipulation of the equations is also valid for the evolution equations
implemented in the code. Such a manipulation is performed for instance in the BSSN
formulation, where a multiple of # is added to K’s RHS to eliminate the Ricci scalar,
while in the Z4 formulation the same effect is achieved with the mixing of K and © in
(2.48)).

Adding a multiple of a constraint can be useful to eliminate a problematic term in an
equation of motion or to enforce the vanishing of the given constraint. The terms with x;
in (2.1)) are the constraint damping terms [83] of the Z4 formulation and tend to minimize
the value of the constraint variables © and Z,. It can also help eliminate terms that cause
exponential growths. Nevertheless, the resulting system of equations has to be hyperbolic
and must have the correct eigenspeeds, properties which may change with the new terms
brought in by the constraint expression.
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7.2.6 Tuning the gauge conditions and the free parameters

Provided that they form a hyperbolic system with the Einstein equations and give ap-
propriate eigenspeeds, the gauge conditions for the lapse and shift can be specified freely.
Convenient damping terms can be added and the eigenspeeds in regions other than the
horizon (if the singularity is excised) and .#* can be changed. This introduces more free
parameters that will control the strength of the damping, the propagation speeds, etc.

The parameters x; and ko are included in the Einstein equations through the 74
damping terms. Other parameters can appear from variable transformations or addition
of constraints. Experimenting with all these free parameters helps to understand the
formation of the instabilities or, in case the simulation is well behaved, to improve the
accuracy of the numerical results.

7.3 Performed tests

The instability detected in the first numerical test with was studied following the
steps described in the previous section. The main numerical experiments performed will
be described now. All of them use a staggered grid as illustrated in figure Unless
otherwise specified, flat spacetime will be considered.

The main ingredients to obtain a stable numerical evolution were the use of the trace
of the physical extrinsic curvature K as variable instead of the conformal one and the
addition of a constraint damping term to A". For the Schwarzschild case, the choice of
trumpet initial data was especially convenient.

7.3.1 Single equations

The stability of a single equation can be tested by setting a small perturbation on the ini-
tial stationary data. The initial perturbations tested here were random noise of amplitude
~ 1078 or a Gaussian-like perturbation like the one in (3.50)) with amplitude A ~ 1073,
In both cases, the perturbations will be propagated or damped away if the system is

numerically stable.
Each of (2.76) by themselves, without being coupled to the rest of the system and

using flat background data, reduce to

.1 .2 .1 1 .
X = gKCMC""X/a T =g CMCT Yops Yoo = g cMcTVhg, AT = gKCMCT (A", (7.2a)
. 2 1 2/ K, 2r2 4 902 1

A, = —gA,%r \/K'CMCQT2 +902 + §KCMCA’I‘T ( \/ CMCQT + + 3) + gKCMcrA;T,(TQb)
) 1 1 KKcoye (\/K0M02T'2 + 902 — 3Q>
K = ~K*/Kouc*?+902 + - KoyerK' +
9 3 902
1 90 3 1
Koy | - - 7.2
Tghtome ( Konc? 2 + 92 T Jiom ot 5 o0 Q) (7.20)
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+50%(2 - 3Cz40)V Kono?r? + 992 + sKencr®' (7.2d)
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Numerically they are all well-behaved: they show no exponential growths and their hy-
perboloidal values of flat spacetime are the stationary solution of the system. Actually,
the first term in ’s RHS is added to cancel a potential exponential growth, so that
the spherically component equation is well-behaved.

The slicing condition, whose functions Ky and L as appeared in have been de-
termined under the conditions that the coefficient in front of —a? be the freely specifiable
parameter &, and &(ag) = 0, is given as a single equation by

1 1
&= —gaa2 + 9 (KCMC (faKCMCT2 — \/KCMC27"2 + 992) + 950492 + 3KCMcQ) + gKCMCTO/- (7.2¢)

Provided that £, > 0, the numerical simulation does not crash and the expected stationary
value («’s flat spacetime profile) is reached.

7.3.2 Subsystems

Involving Yrrs (’7993) Arm A" (and X)

The possible hyperbolic combinations are: v, A,,, 7A" and the same ones also including
Yoo; also V. Yee A A" and, if the metric component vy has been previously eliminated
from the evolution system using the substitution , the new ~,,.A,, and 7, A, A" as
well. As an example I explicitly write the last subsystem, ~,,A,.A" with eliminated ~gj:

. 1 2
Yrr = gKCMCT’V;"r - gArr\/I{CMC’QT2 + 9Q2, (7.3&)
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K A 1 2
+7CM30 —+ A VEcuc?r? + 992, + g VEono®r? +90% (A7)
2Ar’yrr \/KCMC27’2 + 992 + 7\/KCMC2r2 + 992 (7;"7“) 2
9r 3672,
5V Komc®r? + 902, N VEouc®r? +90%;,  VKoucr® + 9027,
9r 67y 6vrr
+2’Y§/2\/KCMCQ7’2 + 902 B 2\/KCMCQ7’2 + 902 " KCMC’27"’Y;T Q’}/;q,,
3r2 3r2 270,y 67y

Are vV Konc?? + 9902, 240/ Kouc®? + 992 44,/ Kouc?r? + 992

6'77§r ST\/ Yrr ST’V%
AKomc?rAy.  6QA,,. 1 v 2Kovev/ v 2Keme . Komov,
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A"r'r =

(7.3b)

AT =

+

.(7.3¢)

The numerical behaviour of these subsystems is not as good as expected if a centered
stencil is used in the neighborhood of .#*: at some point the values of the quantities
separate from the stationary ones, but this difference does not continue growing in time,
so that the system does not crash. However, if an one-sided finite difference stencil is used
at .t or no dissipation is set, the described effect does not appear.

The x evolution equation can be added to the listed subsystems, providing another
hyperbolic system with an equivalent numerical behaviour.
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Involving o, K (and Y)

The first test with the subsystem «aK was performed using the harmonic lapse (|4.26]
and the evolution equation for the conformal trace of the extrinsic curvature. The exact
expressions are:

B Kone®r? 30’ KeporS)
27Q O/ Kopc?r? + 902

1
& = —a2£a+§faKCMc%2+£aQ2—aQK

K, O'VK 2r2 4 902 ’K, 1
_Bcomer VEouc?r? + L @hcme + = Konora!, (7.42)
902 Q 3
: Keyera®? 3¢ o’  3a(Q)  aK? 1 . KKoyer
K = -—eMe ™ - - K, K- DeMeTit
a20) “tg 0 o? 3 | gitomcr 30
+KCM027“20/Q’ Koy KoyoPr? (Q’)2 Koyc?rQY 2/ n 2a8) (7.4b)
3a2Q) 3af) 3a)? 3af) r rQ)

They were numerically unstable and varying the free parameter &, in & did not help. The
problem is that there is an exponential growth in the K variable. In its RHS in there
isa —2 TQQ/K = —KK%{ZCTQI term that damps the behaviour of K to the correct solution,
but when ¢ is substituted there, the coefficient transforms to 2’859/[( = 2K Kgg{ o \which
causes an exponential growth (note that Kope <0, Q' <0 and Q > 0) in K at £,
This can be solved by means of a variable transformation in K that takes away the
& term from K’s RHS. Inspired in the relation between the traces of the conformal and

physical extrinsic curvatures (2.39¢]), a possible variable transformation is

(7.5)

Ky 387
) Qa |’

5K:K—<—+

where we set Ky = Koo, the flat spacetime value of the trace of the physical extrinsic
curvature. Now the flat value of the new variable d K is simply zero. This transformation
can be regarded as subtracting its flat spacetime value from the variable, but keeping the
dependence on o and 3”". The resulting system is

] 1 1 1 K 3,2
S —ﬁfaKCMc?’TQ + §Oé2§aKoMo - gfaKoMcQQ — oK — %
2K, 9194 2K 3,30 1 " o
cMmcr cMC'T + —Koyord — %7 (7.6a)
VEouc?? +902 90V Keuc?r? + 902 3 Q
] 3/ Y’ 3a (QI)Z adK? 1 200 K Koy
ok = = - S K SK 4+ ————CMC
“ T Q 02 5 T 3ftomordh+ 20
SKKcymer® | aKomc® 20/ | 208
o - 7.6b
30 302 ¢ 0 (7.6b)

With this change the subsystem ad K was finally stable with a choice of parameter £, > 1.
If & = 0, slow fluctuations, which appear at .#* and propagate inwards, start growing
in amplitude and in the end cause the simulation to crash. Apart from eliminating
the exponential growth of the K variable, the effect of the transformation onto
the slicing condition is the appearance of terms that include a conformal factor €2 in
their denominator and thus diverge at .# . The regularity condition that ensures that a

finite limit for the divergent terms at .#* is attained is af ,, = —WK% 1' which
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coincides with the flat stationary value of the lapse there. This means that the equations
“force” a certain value of a at null infinity, so that during the evolution any perturbation
that may have affected the lapse is damped away before reaching .#*. Note that this
“a-fixing” effect is not the result of explicitly imposing any boundary condition. The last
term in is mainly the one responsible for the damping of the perturbations in « as
they propagate towards ..

These results motivate the use of the trace of the physical extrinsic curvature instead
of the conformal one as evolution variable. The set of evolution equations that include
K are presented in and . In this choice of variables, the constraint equations
and in the vacuum are independent of the gauge variables o and ". For
the simulations performed here, instead of choosing the trace of the physical extrinsic
curvature K as a variable, for simplicity we will use its variation with respect to the
stationary value introduced in , that is

AK =K — Koy (7.7)
The subsystem aAK is given by
1 ?AK K, 3p2 2K, rQQ
. 2 2,2 2 cMC CcMC
= - « = aK aQ - -
! a“§a + 9§ cmc Tt + & 0 270) VEcucr? + 902
2Kcome3r3Y 1 K 94
cmc ¥ + fKCMcTO/ _ afcomert , (7.8)
90/ Kenc?r? +992 3 Q
- 30(V)*  aAK? 1 -, 20AKKcyc
AK = —Qd 'Y Q- -K JAY /(S Ep—— S
a + 30+« Q + 30 + 3 cMCT + 30
aKcoyuc? 200 208
_ . 7.9
30 r + r (7.9)

While there are still terms that diverge at .# ", some others become degenerate there.
This has posed no problems at the numerical level so far. Adding y to the aAK also
gives a well-behaved system.

7.3.3 Complete system: GBSSN

The simplest complete evolution system of the Einstein equation for the rescaled metric
is obtained by putting together the two subsystems described in the previous subsection.
The evolved quantities are x, Vrr, Arr, AK, A" and o (the shift 4" is fixed and 7y has
been eliminated in terms of 7).

Even when the two subsystems were stable, the complete system turned out not to be.
A useful observation is that many of the equations include a damping term of the form
A= A in their RHSs, with A some evolution variable and c a coefficient that depends on
other evolution variables and on the radial coordinate. In table [Z.1] the value of these cs
is shown for the equations in the complete system, where the flat spacetime values of the
variables in each ¢ has been substituted and they have been evaluated at ™ (r =1,). A
heuristic requirement for stability is that these coefficients of the divergent terms at .+
have to be negative everywhere, as () is always positive in the physical domain.

The evolution equation of A" does not have a damping term like those present in

A, and AK. Given that they are of the same type of v variables, it may indeed be
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Table 7.1: Values at .#* of the coefficients over €2 that precede the variables.

X Ar, AK AT
0 0 -2 (Kaue)® _gy (Raue)” o  _zefouc

required. The simplest way to include a damping term of the form —%A” is by adding
the constraint (2.79¢)’s RHS multiplied by —% to A”’s RHS. Evolving the complete

system with this constraint damping term with &4~ € [2, 4] finally gave a stable numerical
evolution.

There is a more natural way of obtaining the desired damping term in A”. It is
done by keeping the Z4 damping term in A"’s equation of motion even when the GBSSN
formulation is chosen:

A" — GBSSN-RHS_ 2124

. . 1 1 Yrr 7/ 7{99
, substituting 7, = —v,, A"4+—— -+ . (7.10
Yrr Q 2 T 7YeeT 477"7‘ 279 0 ( )

In (2.78f) and (2.82f) the Z, in this term has already been substituted. Using the GBSSN
system with this extra damping term would be called “Z3 damping” in [83].

With o and §" “fixed” at &+, the scri-fixing condition implies that x|, = Y| 44
(see subsection , and this is exactly the behaviour observed at future null infinity.
This also requires that AK|,. = 0, as can be seen in the simulation results shown in
figure [8.10

7.3.4 Complete system: Z4c

Adding the © evolution equation and the remaining Z, terms to the system did not require
any extra work to obtain a successful simulation. The equation of motion © already has
an appropriate damping term like those presented in table namely K1(2+ Ko)ry Kc?f” c,

For similarity with the choice of the trace of the physical extrinsic curvature as evolu-

tion variable, the © variable will also be transformed using the same € factor:

0 =0Ne. (7.11)

The sets of equations (2.78)), (2.79)), (2.82)) and (2.81]) were already expressed in terms of
this physical ©.

7.3.5 Massless scalar field

When the scalar field equations were evolved coupled to the Einstein equations, no new
instabilities appeared. Although it does not necessarily provide better numerical results,
it is useful to evolve the fields ® and II defined in , because they do not vanish at
# 7T and they are more convenient for visualization and data treatment purposes. The
values of ® can be obtained from ® by dividing its numerical values by Q and substituting
the analytical expression (|3.34)).
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7.3.6 Evolved shift

The first test with an evolved shift condition was using the generalized Gamma-driver
condition as defined in (4.29)). The implemented expressions including the explicit source
function terms are

o rorr L 3 e KEyer  &sr (Komc 2 »  Kcomer

— °uB" — (CARN — 12
8 6" B +4u 9 ) 3 I 3 , (7.12a)
B" = BB —nB" + A (A’“ — 5TA7”) : (7.12b)

The parameter choices that gave a stable numerical evolution were {gr = 5, n = 0.1,
and for the choice Koy = —3 (in flat space time), the values A = 3/4 and p = 1 give
the correct eigenspeeds. The damping term with {g- was added to keep the value of "
fixed at #* and with the choice of slicing condition the evolution was not stable
without a minimum value of g-. A consequence of the damping effect in & and Brat F+
is that, according to the regularity condition , the quantity AK is not allowed to
take values different from zero there. This is indeed the observed numerical behaviour,
see figures [8.9 and [8.10]

The generalized Gamma-driver condition in its integrated form (4.30)) was implemented
numerically for the flat spacetime case as

: Komer\  Kiyer & (K 2 Keower
ﬂT:BTﬁT/+)\AT_n<ﬁT_ C]3WC )_ C]gWC _iﬁ)( CBMC) <ﬁr_ 013\40 ) (713)

The choices £gr = 5, n = 0.1 and A = 3/4 provide a stable evolution for Kope = —3 with
regular initial data.

7.3.7 Schwarzschild initial data

For the first tests with Schwarzschild initial data on the hyperboloidal slice, a non-critical
value of Ccpre was chosen, as had been done in chapter 2 of [16§]. It was large enough to
satisfy condition , which translates to Coye > —%KCMCM 3 in the Schwarzschild
case and implies that the hyperboloidal slices intersected the BH horizon.

Non-critical Coye

Together with a non-critical value of Copre the compactification factor ) was chosen to be
the flat spacetime one . With this choice the initial values of some of the evolution
variables (A,,, a and (") diverge at the singularity, which is mapped to r = 0 when a
non-critical value of Coye is chosen. This forces the use of excision inside of the BH
horizon to avoid the divergent behaviour of the variables in the integration domain.

The evolution of the Einstein equations with these initial data showed an exponential
growth, originated at the horizon and propagating outward, and that in the end rendered
the simulation unstable. When the equations were inspected one by one, the exponential
growth was located in the A, evolution equation. Plotting the numerical behaviour of A,
over time in a logarithmic scale revealed that the slope coincided with the coefficient b of a
term of the form bA,.. present in AM. If ATT was evolved as a single equation, at some time
the exponential growth stopped and the value of A,, stayed constant. The explanation
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for this behaviour was that the Ar,, equation had two solutions: the one calculated from
the metric initial data using and another one which diverges at .. It
turned out that, at least in some part of the integration domain, the second solution
was the stable stationary one, whereas the first one (the one expected by the rest of
evolution equations) was an unstable stationary solution. Here “unstable” means that a
small perturbation of the solution would make the value of A,, drift away from it.

Several variable transformations involving A, were tested to try to obtain a consistent
stationary solution for A,, and the rest of equations of motion, but none succeeded.
When the critical Copre value of the hyperboloidal trumpet was chosen, together with
the compactification factor Q calculated from condition , this large growth in the
A, variable no longer appeared.

Critical Cop¢ (trumpet initial data)

The choice of critical C¢ ¢ and the corresponding €2 that makes the initial radius isotropic
gives finite initial data for all variables in the range r € [0, 7], so that the use of excision
is not required.

Evolving the hyperboloidal trumpet initial data provides the expected results. The
only drawback observed so far is a slow drift that appears for all variables and takes them
away from their stationary value (it can be seen in an especially clear way in A”). In
spite of this slow drifting motion of the variables, they converge at the appropriate rate.
However, this drifting does not converge away. If the shift is fixed, a slowly growing bulk
instability (possibly an amplified version of the drift) appears and makes the simulation
crash around a time ¢t ~ 50 — 100 for Koy = —1. The region where it crashes varies
depending on the chosen value for Kgpco.

A possibly similar drift was detected in the preliminary results in spherical symmetry
of the hyperboloidal initial value problem presented in [I68] (see p.47-48), which were
crashing due to a bulk instability: depending on the Kgpeo value, the errors and the
crash would appear closer to £ (larger Kcpc) or in the interior of the domain (smaller
Kcone). A similar effect has also been detected in the numerical simulations performed
for this thesis.

The origin of the slow drift seems to be due to the fact that the initial data are
an unstable stationary solution of the system (probably a similar effect to the growth
observed in the non-critical Copse case, but much smaller), and the drift is the movement
of the variables towards their stable stationary solution. The results shown in subsections
[8.2.1] and [8.2.5] of the next chapter seem to point in this direction.

For small initial perturbations, the effect of the drift can be neglected for a long time
(t ~ 500, 1000) and it can even be decreased by enlarging the eigenspeeds introduced by
the shift evolution equation in the interior of the integration domain. For instance, this
can be done by substituting the constant value of p (or A) by a r-dependent function that
takes the appropriate value at .#* and grows for r < 1y, e.g. u = 0.15+ 4(r2 — r?) for
Keye = —1. Using this tuning of the shift eigenspeeds, the drift can be minimized long
enough to be able to observe the tail of the scalar field. As the stable stationary solution
of the Schwarzschild spacetime is not yet known, this is the most convenient way I found
to study the behaviour of the scalar field.
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7.3.8 Tuned 1+log slicing condition

The presence of a BH in the integration domain recommends the implementation of a
singularity avoidant slicing condition, such as the 14+log condition. The evolved condition
with explicit source terms, calculated such that a damping term of the form %
with tunable strength parameter &;410¢ is present, is given by

(8% = — —
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where root = \/9C% ;606 + 67303 (Conrc Kene — 3M) + 9r4Q2 + K275, The source
terms are written in such a way that both trumpet initial data or flat spacetime initial
data (with M = 0, Cope = 0 and Q = Q) can be set. The value of n that makes sure
that all characteristic speeds at # T are positive is given by and the value of the
damping parameter, tuned experimentally, that provides a stable numerical behaviour is
£1+10g =2.

The fact that the amount of dissipation needed in the BH interior was smaller than in
the region close to .# ' had already been realized in the tests performed with the harmonic
slicing condition. Nevertheless, when using the 14+log condition with BH initial data this
effect was more accentuated and the simulations would crash at an early time in the
interior of the BH. The use of excision is not appropriate with the tuned 1+log slicing
condition , because the value of n given by makes sure that the characteristic
speeds are all zero or positive at £, but it does not make them zero or negative at the
horizon. A possible way of tuning the dissipation applied to the equations is by giving
a radial dependence to the parameter € in the dissipation operator . Stable results
were obtained for some tests with the simple substitution

€ =€+ rey, (7.15)

choosing €y = 0 and ¢; to be the same value as the one appropriate for the former e at
It s0 ¢ = 0.5.

7.3.9 Gauge source functions of a conformal background metric

The use of the gauge conditions calculated from has some advantages, but un-
fortunately the preferred conformal gauge is not achieved. The equations (4.38) can-
not be directly implemented in the code because the lapse condition (4.38a)) presents
an exponential growth (the one that the function Ky suppresses in (4.23) and derived
equations). This lapse equation of motion can be made well-behaved by substituting

Ft = F! = Keue (42 — o?) only in & In " we set F! = Fl. =0 and F" = 0, because
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setting &’s value of F! instead of F % = 0 leads to an unstable numerical behaviour. Using
the evolution equations in terms of AK to substitute X, Vrr and “gg yields
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However, the choice of this source function for F? in ¢ introduces the extra regularity
condition «| ,+ = & ., fixing the value of the lapse at future null infinity. The shift
evolution equation has no damping terms for $”. This means that only « has a
“fixed” value at .#; x, v, and 8" are allowed to vary their values there provided that the
scri-fixing condition is satisfied. This is exactly the numerical behaviour observed,
including that now AK is allowed to be non-zero at future null infinity (compare to the
explanation in subsection and figures and .

With the selected values for the source functions, the amount by which the preferred
conformal gauge condition is not satisfied at &+ is FLA7(Y| ,. = £oMc (42 — o?) BTQ"f+.
In a numerical simulation this quantity does attain a finite value at £, but it is only
zero when the variables are at their stationary values.

A small drawback of this choice of gauge conditions is that the drift that appears
in simulations with BH trumpet initial data is more pronounced. The freedom of the
parameters A and p present in the Gamma-driver shift condition is not present
here (all terms are directly derived from (4.34))), so that in principle the eigenspeeds
cannot be tuned. One can however manually modify the coefficient of the a?YA” term in
to increase its value for r < ry and in this way slow down the drift’s growth.

7.3.10 Gauge source functions of a physical background metric

A direct implementation of with vanishing source functions gives an unstable sim-
ulation. With K¢y = —3 it crashes almost instantaneously, but with Koy > —2 it
lasts longer and the instability can be studied. Even if for some parameter choices the
evolution can last long enough to see how the reflected initial perturbation pulses leave the
domain, it will crash at some point: for instance, a test with GBSSN crashed at ¢ ~ 3.7
and the same setup with some configurations of Z4c would last until around ¢ = 7.5.
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The choice of source functions F” = 0 and F* = £,Q(a — &) (used with &, = 2) finally
gave a stable evolution (at least for some configurations with regular initial data), with
the complete equations:
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This system has not been tested in much detail yet, but it seems to only be stable
with Kope > —2. An important advantage of this gauge condition and the way it is set
is that, at least for the Z4c (Cz4. = 0) case, the preferred conformal gauge is satisfied. It
has been numerically checked that EQ} 4+ =0

There is still much to understand and improve about this condition. For instance and
unlike the Z4c (Cz4. = 0) case, the GBSSN one does not converge appropriately and the
preferred conformal gauge is not satisfied. Also in the few tests that have been performed
with Schwarzschild initial data, the simulations performed to obtain the convergence of
the scalar field at .#* showed bad convergence or were unstable.

7.4 Conclusions

The main changes that have been performed to the rescaled GBSSN and Z4c spherically
symmetric equations are: using the trace of the physical extrinsic curvature K (or even
better AK) as variable instead of the conformal one K, adding a constraint damping
term to the equation of motion of A" and setting appropriate source terms in the gauge
conditions. How the latter are chosen is of great importance, because the gauge conditions
are determinant in the evolution of the complete system. The gauge equations of motion
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presented here allow for a stable (at least for a reasonably long time in the strong field
case) evolution of the Einstein equation, but there is clearly much room for improvement.

7.4.1 Parameter ranges

Possibly the most important parameter in the equations is x;. It does not only control
the damping of the Z4 quantities, but also gives the necessary constraint damping to
keep the evolution stable. In the GBSSN case, in general x; € [1.4,4.5] allows for a stable
evolution and the default choice is k; = 1.5. The value of k1 depends on K¢yo; if [Konc|
is increased, the value of x; that will provide a stable resolution is larger, and vice versa.
The Z4c equations seem to prefer a smaller value x; ~ 1. This value is relatively close to
the one used in CCZ4 by [13], k1 ~ 1, but is considerably bigger than the one suggested
in Z4c by [156], which is k1 ~ 0.02 also in spherical symmetry. The default choice for ko
is the commonly chosen k9 = 0, which has worked fine for all the performed tests.

Certain choices of gauge conditions include some parameters that control the damping
of the lapse and shift. The generalized harmonic lapse condition as in ([7.8)) is stable for
the range £, € [1,12] in flat spacetime with Kcpe = —3. The larger &,, the faster the
initial perturbations are suppressed and the earlier the variables reach their stationary
values. The damping parameter of the tuned 1+log lapse condition had to be tuned
between the values & 45y € [2,5] to give stable evolutions. The choice &40y = 2 was
appropriate for simulations with regular data and Schwarzschild trumpet data, but the
choice of a larger value &40, = 5 Was necessary to prevent the code from crashing at high
grid resolutions in the case of a collapsing scalar field perturbation. The Gamma-driver
shift conditions as in and in are stable with g = 5 for flat spacetime with
Kcye = —3. The case with BH initial data with Koy = —1 requires more complicated
source conditions, calculated from the BH initial data values for the variables, but the
choice {gr = 5 is still valid. What has to be rescaled when changing the value of K¢care
are the parameters A and p, so that the eigenspeeds at #* are all outgoing. The value
of n is in general chosen as small as possible to damp as much as possible the behaviour
of A", so that n = 0,0.1 were common choices in the simulations performed here.

The dissipation parameter € included in is chosen to be € = 0.5 for Kgpo = —3,
although a smaller value can be chosen for a smaller K¢y, for instance e = 0.05 is enough
to maintain a simulation with Koy = —0.8 and k; = 0.5 stable.

Without restricting generality, the mass of the BH (if present) can be set to unity and
this is done here. In this work the parameter Kcjs¢ is chosen to be Koy = —3 for flat
spacetime and Koy = —1 for the Schwarzschild BH case. The reason for using a smaller
value of |Kcpe| in the BH simulations is due to precision limitations of the compiler
when calculating the compactification factor 2, as was described in subsection [6.6.1] In
general the simulations are well-behaved for a Koo as large as Koyo = —3 - 1073 using
k1 = 0.003. The lower limit achieved (with harmonic lapse and Gamma-driver) with
GBSSN was Keope = —3.75 and Kk, = 3, but the only successful example with the Z4c
equations was with Koy = —3.41, k1 = 1 and only for the case Cz4. = 1. The exact
values may depend on minor details of the setup (such as the spatial resolution), so that
the limits given should not be taken as rigorous constraints, but as restricted examples.
The gauge conditions would only not crash instantaneously if Kope > —2.

For the choice of Koy = —3, the maximum value allowed for the Courant factor is
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0.200 for the Z4c equations when Czy. = 0 (although 0.224 is possible in this case for
Ko = —1), 0.224 for Z4c with Cz4. = 1, and 0.252 for the GBSSN system. For a smaller
absolute value of Koy, the Courant factor can be larger, e.g. 5 for Kopye = —3 - 1073,

7.4.2 Difference between formulations

The comparison of the GBSSN and Z4c systems used on the hyperboloidal initial value
problem is not among the aims of this work, but it is well worth mentioning some of
their differences in behaviour. In most cases these differences are small, because the
three possible evolution systems available (GBSSN, Z4c (C'z4. = 1) and Zdc (Czye = 0))
perform quite similarly.

It was already mentioned that in some numerical tests performed a smaller value of k4
was required by the Z4c equations. The results in convergence tests vary between different
systems and different parameters (damping parameters, dissipation, etc.) may have to be
used to obtain optimal results. The convergence plots in figure [8.8] show a comparison
between the formulations. It indicates that the errors in the Z4c case are smaller and in
most cases its convergence is also better.

7.4.3 Effect of numerical treatment

If the appropriate extrapolation at the outer boundary is not implemented, a simple choice
to treat the derivatives there is to use one-sided stencils at & .

The appropriate extrapolation order at the outer boundary corresponding to nth order
finite differences is (n + 1)th order extrapolation for the u variables and nth or (n + 1)th
order for the v variables. Using higher or lower extrapolation orders is not recommended,
according to my observations of the numerical behaviour close to the boundary.

The use of off-centered stencils in the derivatives of the advection terms requires less
dissipation than the centered stencils case to obtain a stable numerical evolution. In
most cases the results of both options are quite similar, see figure 8.8, However, when
checking the convergence of the small initial scalar perturbation of a Schwarzschild BH,
the convergence was better in the off-centered case, see figure |8.28|

7.4.4 QOther observations

Choosing ® and IT or ® and II for the scalar field variables does not make a real difference
in the numerical results. For convenience, ® and II are preferred, because they do not
vanish at Z 7.

If a transformation to evolution variables whose stationary values are 1 or 0 is per-
formed, the radial dependence of the stationary solutions is put into the equations, so that
they look considerably more complicated. In any case, the numerical behaviour of the
results in terms of stability or accuracy in the convergence results seems to be unaffected
by this kind of transformation.
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Results

In this chapter I will show some of the results that have been obtained with the formula-
tions, initial data and gauge conditions described previously.

In the equations used, the variable vy has been eliminated in terms of 7,. as in
(2.71). The common parameter choices are k1 = 1.5, k3 = 0 and 7, = 1. In the case
of Schwarzschild initial data, M = 1, Kcye = —1 and the value of Cope = 3.11 is the
critical one.

Regarding the numerical setup, some choices are common to all simulations presented
here. The spatial grid is staggered, so it takes the form of figure [6.3] The Courant factor
is chosen to be 0.2 and the finite differences used are 4th order, so that the convergence
order is 4th order. For convergence runs, the factor by which spatial and time resolution
is increased is always 1.5. The finite difference stencil at the boundaries are centered ones:
the ghost points at the inner boundary are filled in according to the parity conditions of
the variables and at the outer boundary 5th order extrapolation is used for all variables.

8.1 Regular initial data

This section’s results have flat spacetime as stationary state, except the collapse example
in subsection [8.1.3] Flat spacetime stationary values were shown in figure [3.15]

8.1.1 Gauge waves in flat spacetime

The simulation shown in figure [8.1] was performed with 200 gridpoints and At = 0.001,
using initial perturbation parameters A, = 0.1, 0 = 0.1 and ¢ = 0.25 and the parameter
choice Kope = —3. The shift is fixed and the GBSSN equations with the harmonic slicing
condition are used, so all of the evolved quantities are plotted. This is actually the
smallest system of the complete Einstein equations that can be evolved. The state of the
system is shown at 10 different times. The initial perturbation of the lapse affects the
rest of the variables; it splits into an ingoing part and an outgoing part. The latter moves
towards .#* and leaves the domain. The ingoing perturbation is first reflected at the origin
and then the reflection propagates to the right and leaves the domain through .#*. Due
to the fact that the shift is fixed and a regularity condition forces o ,. = —KCMTCW =1,
the conditions must hold and are indeed satisfied by the numerical data. The
quantities A, and A" are however allowed to take non-vanishing values at .#*. This is

the same simulation as shown in figure 3 in [154].

121
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r r

Figure 8.1: Evolution of the variables (gauge waves) in flat spacetime.
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8.1.2 Scalar field perturbation on regular initial data

The simulation shown in figures |8.3| and uses the same evolution equations as the one
in figure but here they are coupled to the scalar field in its rescaled form (® and IT).
The initial time-symmetric perturbation on the physical scalar field ® has parameters
Ap = 0.058, ¢ = 0.1 and ¢ = 0.25. It corresponds to a total Misner-Sharp mass of
Myrs = 0.1057 (see figure . This is actually a quite large initial perturbation, as the
same setup with Ag = 0.060 (M5 = 0.1132, only a 7.1% increase in the total mass) is
enough to form a BH at the origin. The effect of the initial perturbation on the conformal
factor x can be seen in the top-left plot of figure 8.3} this was already shown in figure[3.16]

The initial pulse in ® splits into two approximately equal parts - this is an effect of the
initial data being time symmetric. The outgoing one propagates towards .#* and leaves
the domain and the ingoing one is reflected at » = 0 and then continues until it crosses
#*. Note that the relaxation of the variables evolved in the Einstein equations to their
final stationary values continues after the scalar field perturbation has already left the
domain.

For the chosen value of the parameter &, = 1, some fluctuations originated at .#*
appear during this relaxation time and are finally damped away so that the final state is
a stable stationary one. A larger value of &, will damp these fluctuations more efficiently
and the stationary state will be achieved earlier. To illustrate this effect, the A™ quantity
of two simulations with different values of &, is plotted in figure [8.2] at a time where the
relaxation phase in figure [8.4]s simulation is taking place: the fluctuations corresponding
to the £, = 1 case are still present, while the A" from the &, = 4 case has already reached
its final stationary value.

0.10- .

I Time=9.00
L — &,=4 /,"\\ ]
0.05 ¢ , \ ]
N \ ]

= 000~ - -
~0.05- NP
_0.107\ . . L . . L . . L . . L . . . \7
0.0 0.2 0.4 0.6 0.8 1.0

Figure 8.2: The effect of the parameter £, on the behaviour of A" for the simulation shown
in figures 8.3 and [8.4} the larger &,, the faster the metric quantities reach their stationary
values.

The value of the Misner-Sharp mass as expressed in (2.98) is plotted in figure at
some given times. The variation of Mj;¢ at the initial time is located around the position
of the initial scalar field perturbation. As the pulses propagate through the domain, the



124 Chapter 8. Results

X —— Y- A AR AT a— §---- 1

, © Time=000{ " Time=000
2 1 2 ]

0 of
-1t 11 :
I Time=0.20 | i ‘ ‘ ‘ Time=0.20 |
2 12 1
1’;@;&'7—’;’—‘%—’ 1:’ ’
/\,./ ~ ///
AN I 1
NI S S N A
1 | 5
I Time=0.40 | , Time=0.40 |
2 N 12 1

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
r r

Figure 8.3: Evolution _of the variables (scalar field): x, Yor, Apr, AK and A" on the left
and a, & = ®/Q and II = II/Q on the right.
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Figure 8.4: Evolution of the variables (scalar field): continuation.
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parts where Mg varies move with them: for instance, at ¢t = 0.5 the outgoing pulse is
still inside of the domain (compare with figure , while at ¢ = 1.2 it has already left -
the total mass of the system has become smaller by the amount of energy carried away
by the outgoing scalar field pulse. The equivalent effect takes place when the reflected
pulse leaves through .77,

0.12
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Misner—Sharp mass

0.02"

0.00+

00 02 04 06 08 10

Figure 8.5: Misner-Sharp mass corresponding to the simulations of figures and [8.4]

Figures and respectively show the convergence (checked as indicated in subsec-
tion of the Hamiltonian and momentum constraints at two different times (before
and after the first pulse has left) for the GBSSN and Z4c (Cz4. = 0) equations. The
lowest resolution had 1200 gridpoints and At = 9-107°. The 4th order convergence in
the interior of the domain is achieved nicely, the three curves lie exactly on top of each
other. Some non-converging noise can be spotted on the closest points to .# T, but this
is something that does not affect the evolved variables. The errors of the constraints are
larger for the GBSSN formulation. As indicated by the axes labels, the vertical axes have
been rescaled by 10° or 10*. These simulations used centered stencils for the advection
terms. The difference in the same formulation using centered and off-centered stencils
(see figure in the advection terms is very small.

Convergence of the rescaled scalar function ® at .#* is presented in figure for the
three formulations GBSSN, Z4c (Cz4. = 0) and Zdc (Cz4e = 1) and using centered and
off-centered stencils in the advection terms for each of them. The used grid is staggered,
so that the values of ® at .#* have been obtained using 4th order extrapolation. The
amplitude in the errors for the off-centered cases is considerably smaller, but the coinci-
dence between the curves is not as good as in the centered case. Both in terms of error
amplitude and convergence, Z4c performs better than GBSSN.

The results presented so far have been obtained in simulations where the shift was
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Figure 8.6: Point-wise convergence of the Hamiltonian constraint for the GBSSN (left)

and Z4c (Cz4. = 0) (right) formulations at two different times.
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fixed in time. It is interesting to study the behaviour of the evolution variables at &+
under different gauge conditions (especially the ones regarding the shift), as they deliver
important information about the appropriate numerical treatment of ..

The considered shift conditions are: the fixed shift, the Gamma-driver condition (|7.12])
and the integrated Gamma-driver ([7.13). Then also the pair of slicing and shift conditions
given by (harmonic condition with conformal background metric source terms) and
(7.17) (harmonic condition with physical background metric source terms) have been
tested. The parameter choices for each setup (all use Z4c (Cz4e = 0) and Kope = —2)
are: fixed shift, {, = 1; Gamma-driver, §, =1, {gr =5, p =1 and A = %; integrated
Gamma-driver, §, =1, {gr =5 and \ = %; conformal harmonic with background sources
has no parameters; and physical harmonic with background sources, &, = 2.

Instead of showing the behaviour of all the variables, I selected the ones I think are
more interesting to compare, namely the gauge variables a and 87, AK and A”. The shift
auxiliary variable B" that appears in is not plotted, because its behaviour is very
similar to that of A”. Instead of plotting 5", what is shown is its variation with respect to
its stationary value for flat spacetime, so 5" — BT =p"— % The comparison between
the variables is shown in figures and [8.10] The initial data of these simulations is
exactly the same as in figure |3.16| or in figure [8.3]

Regarding «, the main point to mention is that the only case where «|,, is not
fixed is for the physical harmonic with background source conditions. This relates to the
regularity conditions described in subsection [5.2.3] The previously mentioned fluctuations
that appear for the fixed shift case can also be seen here in the solid line, which has not
yet settled to its stationary value at ¢ = 20.

The two Gamma-driver gauge conditions, which also show a very similar behaviour
during the evolution, are the only ones whose value at .#* does not move in time, con-
sequence of the damping terms with &g # 0 that are needed to keep the numerical
simulation stable. The other two configurations allow the shift to move at £, always
satisfying the regularity conditions.

If at least «f ,, or 87|, is not fixed at #*, then according to the regularity condition
1' the variable AK is allowed to take non-zero values at .#+. The latter is exactly what
happens with the conformal and physical harmonic with background source conditions.
Close to the origin, the physical condition shows a less smooth behaviour.

For the quantity A", the most relevant difference between the different gauge conditions
is that in the fixed shift case, A" separates more from its stationary value and also needs
more time to go back to it again.

Figure shows the behaviour of the rescaled scalar field ® in the spacetime. The
splitting of the initial perturbation and the reflection of the ingoing pulse at the origin
can be clearly seen. An important point is that the propagation speed remains finite and
non-zero as the pulses approach £, as can be seen in the outgoing pulses.

The signal of the scalar field at #* (calculated using 4th order extrapolation) is
shown in figure In the previously presented evolution with fixed shift, the preferred
conformal gauge is not satisfied. This means that our time coordinate is not affinely
parametrized and the signal we extract at .#* will look deformed. This is the case of the
solid line in figure [8.12] The dashed one shows the value at #* of the scalar field from

a simulation with the harmonic gauge conditions with physical background source terms
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Figure 8.9: Evolution of o and S".
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1.0

Figure 8.11: Behaviour of ® over time and compactified spatial coordinate.

, which indeed does satisfy the preferred conformal gauge (at least for the choice
of Z4c (Cz4 = 0)) - in order to on top obtain an affine time, the variation of the gauge
variables at .#* has to be taken into account. The difference between both signals not
only appears in the rescaling of the time, but also in the amplitude of the signal.
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Figure 8.12: Signal of ® over time at .#*+. The signal with the solid line corresponds to a

simulation without preferred conformal gauge, while in the simulation for the dashed line
the preferred conformal gauge was satisfied.
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8.1.3 Collapse of the scalar field perturbation into a black hole

A simulation of the collapse of a scalar field perturbation to a BH has been performed using
the GBSSN system with the tuned 1+log and the integrated Gamma-driver
conditions. The convergence of the Hamiltonian constraint once the stable stationary end
state has long been reached is shown in figure [8.13] while the evolution of the variables is
presented in figure The parameter choices were Koye = —3, kK1 = 1.5, {14409 = O
(as with the normally used here &1, = 2 some fluctuations coming from .#* appeared
in the variables and could even make the simulation crash), {gr = 5, A = 0.75, n = 0.1
and € = 0.75. The initial profile of the scalar field perturbation was time symmetric and
used Ag = 0.055, 0 = 0.1 and ¢ = 0.5. The formation of the apparent horizon of the BH
takes place at ¢ ~ 2.28. The mass of the final BH is M = 0.148 (its profile varies up to
12% with the radial coordinate) and its apparent horizon is located at r ~ 0.10 (at the
creation of the BH it is at about an 8% smaller radius); its radial coordinate location is
indicated in the two last rows of figure [8.14] and in figure by a vertical solid line. The
collapse shown here is above the critical case [59], whose amplitude would be Ag ~ 0.028.

The stationary end state is reached at ¢ ~ 50 and after that the evolution variables
and the constraints remain static (this has been checked until ¢ = 500). The convergence
example shown in figure[8.13|shows good coincidence in the interior region, although close
to the origin and £ the profile is far from smooth. Almost all of the non-converging
noisy part at the origin is located inside of the BH’s horizon. The similar effect that
appears at " is also static and is likely to be caused by the small errors at the variables
near .# 1, exaggerated by the divergent terms in the constraint equations.

I GBSSN, Time =100.

—  low/1.58
--- med/15%
high/ 1.5°

H (1075

0.2 0.4 0.6 08

Figure 8.13: Convergence of the Hamiltonian constraint at a time where the stable sta-
tionary end state of the collapse has already been reached.

The profiles of the stationary state shown in the last row of figure vary a little de-
pending on the choice of parameters (like &1404, gr Or 77), but in spite of these differences,
the stationary profiles clearly differ from the CMC trumpet data in figure m (where
Koye = —1 is used instead of —3): AK and A" do not vanish, the gauge variables go
to zero with a steeper slope at the origin (compare to figure and x and +,, are not
unity at #*, among other differences. Here the source functions of the gauge conditions
are calculated from the flat spacetime stationary values of the quantities, so that the
simulation is not expected to arrive at a CMC trumpet stationary state.
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8.2 Strong field initial data

8.2.1 Unperturbed Schwarzschild initial data

When evolving unperturbed Schwarzschild CMC trumpet initial data, like the values pre-
sented in figure [3.18] the variables were drifting away from their initial values. This drift
is illustrated by the evolution plots in figure from a simulation with the GBSSN
equations, tuned 1+log and integrated Gamma-driver. In the same way as was described
for figures and the regularity conditions that arise from the gauge condi-
tions imply that the values of a, 3" and AK remain fixed at .#* and that the values of
X| s+ = Yol s+ Apart from these fixed values and except for the scalar field variables )
and II, which do not move away from their initial vanishing value, the rest of the evolution
equations are slowly drifting away from their values. Note the rescaling of the vertical
axis in the plots; the largest growth is of the order of 107° at ¢ = 100.
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Figure 8.15: Variation of the variables (AX = X — Xj) in a simulation with unperturbed
Schwarzschild CMC trumpet initial data. The vertical line at r =~ 0.13 locates the horizon.

In order to better understand how the drift of the variables behaves in time, the value
of A" at the closest gridpoint to .#* has been plotted in figure for two different
resolutions (200 and 400 points, with the time-step rescaled accordingly). The evolution
was performed with the GBSSN and the Z4c (Cz4. = 0) systems, together with the tuned
1+log (&1410g = 2) and the integrated Gamma-driver (- = 5 and A = 0.0833) and
a dissipation of € = 0.5r. The difference in amplitude of the growth between the two
different resolutions in a same formulation is about an order of magnitude. The initial
amplitude is larger for the GBSSN system and also its growth is faster (the slope in the
plot is steeper). Even at an evolution time of ¢ = 10000 the drift does not seem to stop,
but the values of the variables continue drifting away. It is not clear, whether a stable
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end state will be reached by the variables or the drift will continue increasing until the
simulation crashes.

Abs(H) at r = 0.999
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Figure 8.16: Logarithmic plot of the drift in the A” variable for unperturbed Schwarzschild
initial data with two different resolutions.

To make sure the drift is not due to errors inside of the BH that affect the outer
spacetime, another simulation with Z4c (Cz4. = 0) and harmonic gauge conditions with
physical background metric source functions was performed with and without excision.
These gauge conditions were chosen, because their characteristic speeds at the horizon are
negative or zero, as is required for excision. The comparison of excised and non-excised
simulations for the variables AK and A" is shown in figure at t = 100. The difference
between the values of AK and A" for the excised and non-excised simulations are of only
5% at the excision boundary, so that the coincidence of the curves is quite good. We can
conclude that no instabilities arise from the BH interior and that the drift does not arise
as a consequence of the singular behaviour at the origin.

Comparing the CMC trumpet initial data (figure used here and the end state of
the collapse simulation of figure[8.14] the most natural conclusion is that the Schwarzschild
CMC trumpet is an unstable stationary solution of the Einstein equations and this is why
the variables slowly drift away from their initial values.

How the drift that causes the simulations to finally crash can be minimized up to
some extent was briefly described in subsection [7.3.7] The trick consists of increasing
the eigenspeed associated with the shift evolution equation by adding to it a positive
function that vanishes at .#* and thus leaves the eigenspeeds there unchanged. This
increase takes the following form for each of the evolved shift conditions: Gamma-driver,
p— p+Earpu(ry —r?); integrated Gamma-driver, A — A+ &g g (17 —r?); conformal and
physical harmonic gauges with background sources, a?xA”™ — a*xA" [1 + Egrpu (12 — r?)].
Unless otherwise specified, the simulations presented here used £zrpy = 4.

The harmonic slicing condition is not the most appropriate one to use in the presence
of BH due to its only marginally singularity avoidance property. 1 performed some pre-
liminary tests matching 1+log and harmonic slicings, but the results regarding stability
for the convergence runs were not considerably better than using the harmonic slicing
everywhere, so that the latter has become the default choice for the simulations presented
here. To improve stability in the region close to the origin, a term of the form &,py (& —«)
is added to &. The default choice here is £,pg = 1.
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Figure 8.17: Values of AK and A™ at t = 100, evolved with Z4c (Czse = 0) and the

physical harmonic gauge ([7.17). The variables in the evolution with excision were only
evolved for r € (0.10, 7). The vertical line indicates the position of the horizon.

8.2.2 Gauge waves in the Schwarzschild spacetime

Figures and [8.20] show two examples of gauge waves evolution with Schwarzschild
initial data. The evolution system consisted of the GBSSN equations with harmonic
slicing and the integrated Gamma-driver shift condition, with A\ = % ~ 0.083. The initial
data are those in figure and the initial perturbations on a are shown in [8.I8} their
amplitude (A, = 0.1) and width (¢ = 0.1) were the same, but one of them was centered
in ¢ = 0.25 and the other at » = 0.5. As their location is given on the compactified
coordinate, the effect of each initial perturbations can be quite different.
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Figure 8.18: Initial perturbations in the lapse for the gauge waves simulations with
Schwarzschild initial data shown in figure [8.19] (case ¢ = 0.25) and (8.20) (case ¢ = 0.5).
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8.2.3 Small scalar field perturbation on Schwarzschild spacetime

The larger the initial amplitude of the scalar field perturbation, the faster the drift ex-
perienced by the variables. This drift was first described in subsections [7.3.7] and [8.2.1],
and its dependence on the initial amplitude is shown in figure[8.32] For amplitudes of the
order 102 and for some choices of the gauge conditions, in the worst case the numerical
evolution can crash at a time as early as ¢ = 30, which does not even allow to see the
dissipation of the scalar field inside of the BH. For this reason we will now concentrate on
studying small scalar field perturbations and will leave the drift effect for future work.

The simulations whose scalar field is shown in figures and use an initial
amplitude of the scalar field of Ap = 1072, a width of ¢ = 0.1 and are centered at
r = ¢ = 0.5. The initial data of the simulation in figure [8.21] and in the solid lines in
figure [8.22] are time symmetric, which means that the scalar field perturbation is in- and
outgoing in equal parts. The dotted and dashed lines in figure [8.22| represent mostly
ingoing and mostly outgoing initial data (the difference can be seen in the value of II in
the top-right plot in figure and in the amplitude of the pulses of ® at later times).

The behaviour of the scalar field is the following: the outgoing pulse in which the
initial perturbation splits moves towards .#* and leaves the domain (this is represented
by the line going upwards in figure . The ingoing pulse propagates towards the origin
and its speed decreases as it comes closer to the trumpet. Once it is inside of the horizon
(located at rgepy ~ 0.13), it is slowly dissipated away.

Given the small amplitude of the perturbation, the change in the mass and the appar-
ent horizon of the BH can be neglected: for instance, the largest change in the horizon
location (corresponding to the mostly ingoing scalar field) was approximately 0.15%.
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Figure 8.21: Evolution of the scalar field, in grayscale its amplitude with its maximum
value in black. The plot on the left shows clearly the ingoing wave pulse, which approaches
the origin with a speed that tends to zero and is damped away in the end, while the
outgoing one is represented by a very thin line. The plot on the right presents the same
data as a function of the logarithm of time, to be able to clearly distinguish the outgoing
wave pulse which leaves through .#* (at r = 1) at a very early time (¢ ~ 1 or log(t) ~ 0).
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8.2.4 Power-law decay tails

A scalar field perturbation of strong field initial data is expected to decay at late times
with a power-law tail of the form [129]

lim ®(¢,r) o< . (8.1)
t—-+o0

Analytical calculations have determined that for spherical scalar perturbations the decay
rate p is p = —3 along timelike surfaces [129] and p = —2 along null surfaces (. ) [43], 184].
In our simulations we found a value of p ~ —2.08 = 0.09 for the scalar field on . [153].
An example of a scalar field perturbation with initial A = 10~* in a simulation with
800 gridpoints is shown in figure . The Z4c (Cz4e = 0) system with harmonic slicing
(4.26) and Gamma-driver (4.29) was used. The rescaled scalar field at some selected
values of the radial coordinate, as well as extrapolated to £ is plotted logarithmically
over time, so that the decay tails can be appreciated. Although the difference in the slope
of the tails is clearly visible, it can be better understood by looking at figure where
the value of the slopes is plotted over log(t) for 150 < t < 500. For ¢t < 150 the tail regime
has not yet been reached, while after ¢ = 500 the value of the scalar field starts to be

affected by the variable’s drift and the loss of convergence at #+.
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Figure 8.23: Values of the rescaled scalar field at some values of r and extrapolated to
r = ry as a function of time.

The time coordinate used in the code coincides quite well with the Bondi time for
the tails, because in the tail regime the variables are very close to their CMC values (not
taking into account the drift), which satisfy the preferred conformal gauge.
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According to figure the change from p = —3 (along timelike slices) to p = —2
(along null slices) takes place continuously approximately in the outermost 0.2 fraction
of the compactified radial coordinate. The lines shown present some variations, due to
the limited resolution of the simulation, and the value of p in the extrapolation at .+
approaches —2 after some time.
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Figure 8.24: Slopes of the scalar field tails shown in figure over log(t) for 150 < t <
500. The exponent p of the tailsis p ~ —3 up tor ~ 0.95 and p ~ —2 at .

The following figures and exemplify the behaviour of the rest of the system
at the times when the scalar field tail is observed. The profiles in figure [8.25| allow to
compare the variation of some of the evolution variables at late times. It is similar to the
drift presented in figure (for unperturbed Schwarzschild initial data), because as is
shown in figure [8.32] in the next subsection, at the late times considered here an initial
amplitude of Ag ~ 10~ does not make much difference from the unperturbed case in the
behaviour of the variables other than the scalar field ones.
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Figure 8.25: Variations of several variables at two late times corresponding to the Z4c

(Cz4c = 0) case in figure[8.29, The variables are slowly drifting away from their stationary
values.
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Figure shows two examples of the convergence of the Hamiltonian constraint. At
this time the profile of Z4c’s H is approximately fixed in time, but the value of GBSSN’s H
is slowly increasing. However, the coincidence of the curves in the interior of the domain
is good.
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Figure 8.26: Convergence of the Hamiltonian constraint at ¢ = 350 for the Z4c (Cz4. = 0)
and GBSSN cases with off-centered stencils in the advection terms.

The profile of the scalar field at late times after an initial perturbation with A = 1074
is shown in figure [8.27] The change in the horizon location (indicated by the vertical line)
for the interval of time indicated is smaller than 0.03%. The rescaled scalar field ® does
not develop any sharp features at .#, but simply decays with the expected power-law,

as was shown in figures and [8.24]
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Figure 8.27: The scalar field ® at the given late times for a simulation with the Z4c
(Cz4e = 0) case and 1200 gridpoints. The decay of the tail (rescaled by 10%) can be seen
in the vicinity of # .

The convergence of the rescaled scalar field extrapolated at .#* is shown in figures
and [8.29] The simulations in figure use mostly outgoing initial scalar field



8.2. Strong field initial data 145

perturbations located at r = 0.25, while the initial perturbations for the plots in figure[8.29
are mostly ingoing and centered at r = 0.5. The common default choices and parameters
for the simulations in both figures are: lowest resolution run with 400 points and At =
0.0005; &, = 1, &g = 5 (for Gamma-drivers), Ag = 107*, ¢ = 0.1 € = 0.25, {grpy = 4,
¢apy = 1. The figures only show data up to t = 350, because starting at ¢ ~ 100 the
convergence order starts to decrease.

All the simulations in figure have been performed with the Z4c (Cz4. = 0) equa-
tions with harmonic slicing (except when the conformal harmonic background gauge is
used) and with the indicated shift conditions. The initial perturbation for the top-right
plots in figure and figure had an amplitude of Ag = 107 (note the larger
amplitude of the errors), as indicated. The convergence results of the A = 1073 case
in figure is significantly worse than the rest. The middle row of figure [8.28 shows
results of simulations where off-centered stencils were used in the derivatives of the ad-
vection terms (on the right the dissipation applied was less than the standard use in this
work, namely ¢ = 0.1); the coincidence between the curves is better than in the other
cases.

The nice convergence of the runs with off-centered stencils in the advection terms
motivated to perform the simulations shown in figure with this choice, except the
bottom-left plot that used centered stencils. Here the different formulations, as indicated
in the corresponding plots, were tested and for this case all show quite good convergence
(the errors in the GBSSN case have larger amplitude). The simulations of the first and
second rows used the Gamma-driver condition, while the bottom ones used the indicated
shift condition plus Z4c (Cz4. = 0). The bottom-right plot corresponds to a convergence
test that used twice as many points (and time-steps) as the other ones. However, the
convergence results are not as good (the coincidence between the curves is worse even if
the errors are smaller) and the convergence order also starts to decrease after ¢ ~ 100.

No case using the physical harmonic gauge condition with background source terms
is displayed, because its stability and convergence problems are not yet solved and no
comparable results could be obtained.

8.2.5 Large scalar field perturbation on Schwarzschild trumpet

Decreasing the amount of dissipation in the interior of the BH prevents the simulations
with larger amplitudes of the initial perturbation to crash near the origin (inside of the
BH): the largest value tested successfully (with the 14log condition) is Ag = 0.03. The
tuning of the dissipation was performed as indicated in , with ¢g = 0 and ¢; = 0.5.

The behaviour of some of the variables in four different simulations with an initial
perturbation Ag = 0.03, 0 = 0.1 and ¢ = 0.5 is presented in figures and [8.31] The
GBSSN system was used with 1+log slicing condition (&40, = 2) and integrated Gamma-
driver shift condition (- =5, A = 0.083 and 1 = 0.1). Other parameter choices common
to the four simulations were k1 = 1.5, Koye = —1, M = 1, critical Cope = 3.11, 400
spatial gridpoints and At = 0.001.

The differences among the simulations were that two of them used &grpy = 0 and
the other two &srpy = 4 (the choice which was set to decrease the drift effect). In the
evolution of one of the grpy = 0 and one of the {grpy = 4 cases, the final mass of the
BH (the initial M + the energy brought in by the scalar field) was evaluated and set as
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Figure 8.28: The convergence of ® extrapolated at #* for an initial perturbation with
¢ = 0.25. Simulations performed with the Z4c (Cz4. = 0) equations.
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the new total mass. Then the new critical value of Cope and the corresponding new
compactification factor { were calculated and used to evaluate the source functions of
the gauge conditions. These two cases are labeled with “Recalc.” (recalculated) in the
figures, while the ones which continue using the initial source functions are denoted by
“Not recalc.” (not recalculated).

Figures [8.30| and [8.31| show the the behaviour of several variables at four different
times in five rows. The quantities x and 7,, are shown in the same plots; 7,, corresponds
to the curves that go to one at the origin, while x vanishes there. Instead of plotting 5",
representing " — [y y,, = 8" + § is more convenient to see the changes in the profile.
The recalculation of the new total BH mass (and new critical value of Cops¢) takes place
at t ~ 14.1 (this is when the scalar field pulse arrives at the BH’s horizon). The final
mass of the BH is M = 1.09, almost a 10% increase with respect to the initial M = 1.
The location of the horizon is not shown in the plots, because it is different for each of
the simulations. It is located in the range 7y, € [0.13,0.14].

At time ¢ = 12 (first column) the difference between the profiles is due only to the
chosen value of {zrpy, because the recalculation has not taken place yet. The difference

between both cases is especially large for A”. Note that the relations x| ,+ = Y|+

and AK ’ = 0 hold at all times, as required by the regularity conditions on the gauge

Variables.jAth t = 100 the curves of A, reach the origin at two different values: the profiles
of the simulations with recalculated source functions are closer to the initial value at » = 0
(displayed in figure , while the others have a smaller absolute value there. Close to
7 the recalculated case with {grpy = 4 seems to be the closest one to the expected
Ayr| s+ = 0, but the other curves are drifting away towards more negative values. In
AK and A" the sign of the recalculated and not recalculated versions of §srpr = 0 1s the
opposite.

In subsection the behaviour of unperturbed Schwarzschild trumpet initial data
was studied. We now want to better understand the relation between the observed drift
and the amplitude of the initial perturbation. Figure [8.32] shows the behaviour in time of
A" and the Hamiltonian constraint H at the closest gridpoint to . (r = 0.998 in the case
of the 200 points simulations and r = 0.999 for the 400 points one) for different values
of the amplitude of the initial perturbation. The gauge conditions used are the 1+log
and the integrated Gamma-driver with parameter choices &40 = 2 and g = 5. The
behaviour of the Ag = 107 and A = 0 cases, especially in GBSSN’s H, is very similar
and, as time passes, the closer the curves come together. The GBSSN simulation with
the largest amplitude and with 400 points crashes at ¢ = 633; the value of A” at that time
is about 6 times as large as its Z4c (Cz4e = 0) equivalent. The latter has actually arrived
at a stationary value (it is attained at t ~ 100), while the GBSSN evolution continues
growing and the values of both quantities compared to the Z4c are larger. The curve
corresponding to the unperturbed initial state is the one with the fastest growth (in a
similar way as the curves in figure seem to grow without bound) and it looks like at
a certain point in time it will overtake the effect of the curves that correspond to larger
initial perturbations. If this was the case, a long term instability could develop, but no
clear conclusion can be drawn from the data obtained so far. Apparently, the larger the
initial amplitude, the more the variables deviate from their initial states, but also the
faster a stable stationary state seems to be reached.

Another comparison between excised and non-excised simulations, in this case for an
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Figure 8.32: Effect of the amplitude of the initial perturbation A on the A” variable and
the Hamiltonian constraint at the closest gridpoint to .#* over time. The first row shows
data from a simulation with 200 gridpoints and {grpy = 4, while the other two rows
correspond to simulations with GBSSN and Z4c (Cz4. = 0) with 400 points, {grpg = 0
and evolved up to ¢ = 1000.

initial perturbation of Ag = 0.03, is presented in figure [8.33] The gauge conditions with
physical source terms and the choice {grpy = 0 give the appropriate speeds at the
horizon. The evolution equations are the Z4c (Cz4. = 0) ones. The effect of the harmonic
gauge condition chosen on the displayed quantities AK and A” is quite different from
the 1+log one (compare to the third and fourth rows in figures and [8.31): the 1+log
profile is smoother, while the harmonic one presents sharper features. The two simulations
(with and without excision) crash at t = 32.7 due to a bulk instability: an exaggerated
growth in the interior of the domain of some of the variables makes the simulation crash.
If a larger value of {g-py had been chosen, the simulation without excision might have
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run longer before the crash, but then the eigenspeeds at the horizon would not have been
appropriate for a simulation with excision.

The conclusion from subsection that states that the evolution of the outer space-
time is not affected by the problems that arise from inside of the BH is also valid here: the
agreement between the excised and non-excised data in figure is good (the lines lie on
top of each other) and the two simulations crash in the same way and at the same time.
The origin of the instability thus has to have its origin in the continuum equations or in
the geometry of the underlying hyperboloidal slice, more specifically the Schwarzschild
CMC trumpet.
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Figure 8.33: Values of AK and A" at the given times for a simulation with Z4c (Cz4. = 0)
and harmonic gauge conditions with physical metric background source functions. The
initial scalar field perturbation is Ag = 0.03. The vertical line denotes the position of the
horizon and the excision boundary is located at r = 0.10.

CMC trumpet initial data in an evolution with gauge source functions calculated from
these initial data have turned out to be an unstable stationary solution of the system,
whereas a simulation with flat spacetime source functions does find a stable stationary
solution, as was exemplified by the collapse process in figure [8.14 The observed drift
seems to be the movement of the variables towards their stable stationary final states.
The gauge source functions force o and 8" to take the CMC trumpet values that are
possibly incompatible with the real stationary solution, so that this solution cannot be
found and the simulation eventually crashes. The experiments on which these hypotheses
are based have only been performed successfully with the 1+log gauge condition, as the
harmonic one was more likely to become unstable due its smaller characteristic speeds
close to the BH, so that there is still much to test before a certain claim can be made.
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Discussion

9.1 Summary

This work represents a first step towards the numerical implementation of the hyper-
boloidal initial value problem of GR using conformal compactification methods in spher-
ical symmetry. The Einstein equations for a regular conformally rescaled metric have
been expressed in the commonly used BSSN and Z4 formulations. The divergent terms at
# T that appear in the equations require that some relations between the variables, the
regularity conditions, are satisfied so that the formally divergent terms attain a regular
limit. The numerical experiments performed indicated that some changes at the contin-
uum level had to be performed to the equations in order to obtain a well-behaved system.
These consisted of choosing the trace of the physical extrinsic curvature, K, instead of
the conformal one, K, as evolution variable, and of adding a constraint damping term to
A"s RHS.

Spherically symmetric initial data for regular spacetimes and spacetimes including a
BH have been derived. The values of the variables were taken from the line element
expressed in terms of a compactified radial coordinate on a CMC hyperboloidal slice. In
the case of BH initial data, the geometry of the slice is defined in terms of the mass M and
charge @) of the BH, the mean curvature K¢y and the integration constant Copre. For
the critical value of Ccpre, a CMC trumpet geometry that connects £+ with an infinitely
long cylinder located at a certain value of the areal radius is obtained, and the derived
initial data of all of the evolution variables is finite for all values of the compactified radial
coordinate. The CMC trumpet slices of the Schwarzschild and RN spacetimes present a
similar structure.

The gauge conditions play a fundamental role in the simulations and require a very
careful treatment. The main difference between standard Cauchy slices and hyperboloidal
slices is that for the latter the mean extrinsic curvature does not vanish: this different
background geometry introduces changes in the construction of the equation of motion for
the lapse, where the sign of the extrinsic curvature has to be cancelled with an appropriate
source term to avoid exponential growths. The remaining source terms in the slicing and
shift conditions have to ensure that the arising regularity conditions are compatible with
those of the Einstein equations and that the gauge variables attain stationary values at .+
suitable for the hyperboloidal evolution. The harmonic and 1+log slicing conditions and
the Gamma-driver shift conditions have been successfully adapted to the hyperboloidal
evolution. In an effort to systematize the calculation of the source terms, harmonic
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gauge conditions for lapse and shift with source functions calculated from a conformal or
physical background metric have been derived and tested, and a less artificial treatment of
the gauge variables at .# " has been obtained. The harmonic and 1+log slicing conditions
were defined in the conformal picture, but the preliminar results of the harmonic gauge
with gauge source functions calculated from the physical metric, where the preferred
conformal gauge is also satisfied, suggest to define them in the physical one.

The numerical implementation of the conformally rescaled equations using common
techniques, the adapted gauge conditions and the derived initial data required a detailed
stabilizing procedure that involved a hierarchical analysis of the equations. This study
shed some light on the continuum instabilities that affect the Einstein equations in the
conformal hyperboloidal picture and helped develop some intuition about how to solve
future problems. The result is a stable spherically symmetric code that can run forever for
some initial configurations and for a period of time long enough to allow the observation of
the decay of the scalar field for others. It has provided an important approach to vacuum
and scalar field evolutions on a compactified hyperboloidal foliation and allowed to study
the global behaviour of the quantities from the origin to .# .

The evolution of gauge waves, even if they do not imply physical dynamics, have served
as a useful and strong test on the robustness of the equation’s setup, but probably the
most relevant results obtained with regular and Schwarzschild initial data are the evo-
lution of the Einstein equations coupled to a massless scalar field. The tested scenarios
were the reflection of a wave pulse at the origin, the collapse of a larger pulse into a BH
and the perturbation of Schwarzschild initial data by a scalar field perturbation. The
power-law decay tails of the latter was studied in the vicinity of future null infinity and
the expected exponent was obtained at .#%. The extraction of the scalar wave signal
there was successful and its convergence order accurately corresponded to the expected
one. The results obtained so far have used a staggered grid, so that the equations were
never evaluated exactly on .#*. Although a non-staggered grid may be preferable for
some configurations, it is not a necessary requirement at all, because the correct con-
vergence order for the signal at .#* has already been obtained using extrapolation on
the closest gridpoints to .# . The convergence results of the signal at .# " have given
useful indications about the performance of the different formulations, gauge conditions
and parameter choices.

The conclusion regarding stationarity of the initial data is that the derived regular
initial data are indeed stationary for the Einstein equations and the gauge conditions
considered here, but the Schwarzschild CMC trumpet, which was used to calculate the
gauge source functions and as initial data for the simulations, does not seem to be a
stable stationary solution of the equations, at least when evolved with the harmonic or the
1+4log slicing conditions adapted to the hyperboloidal slice. This is also indicated by the
difference in the variables’s profiles between the end state of the collapse process (obtained
using the 1+log and integrated Gamma-driver gauge conditions) and the calculated CMC
trumpet initial data. The drift detected in the BH evolutions that use CMC-trumpet-
based initial data also seems to point in this direction.

Although the experiments performed in this work reduce to spherical symmetry, the
treatment of the radial direction is mostly the same as in a more general setup, so that
some conclusions obtained from this work are expected to carry over to more general
numerical studies of the hyperboloidal initial value formulation.
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9.2 Outlook

Gauge conditions

The treatment of the gauge conditions at . is much better understood now, but other
problems arise due to the presence of strong field initial data. The next step is the
tuning of the gauge conditions in the interior part of the integration domain according
to common prescriptions and the improvement of some of the derived gauge conditions,
especially those that satisfy the preferred conformal gauge. A possibility would be to
test a matching of the 1+log slicing condition and the (integrated) Gamma-driver shift
condition in the interior part with harmonic-like gauge conditions in the neighborhood of
#*. Another problem to solve is to understand what stable stationary solutions for the
Schwarzschild spacetime on a hyperboloidal slice exist and how they relate to the gauge
source functions.

Regularity conditions

A brief description of the regularity conditions at .#* required by the equations has been
included in this work. They are especially important in a non-staggered implementation,
because they have to be explicitly satisfied at #* so that the equations attain regular
limits there. However, a more general study of of the regularity conditions in a [2+1]41
decomposition will allow to understand much better the treatment required by .#* and
prepare the path for more complicated setups other than spherical symmetry. Work in
this direction has already started.

Implementation into a three-dimensional code

A three-dimensional implementation of the setup used in this work using the Einstein
Toolkit framework [I] is one of the next steps planned. This will take advantage of all the
knowledge about the problem obtained so far and will require a spherical boundary in the
numerical setup. This can be implemented using the multipatch framework in the Llama
Code [2]. Another possible option is to implement it using three-dimensional spherical
polar coordinates [25], which allow for a clear separation of the radial direction that will
hopefully simplify the regularizations at .# . The coordinate singularities (not present
in a Cartesian grid) can however pose difficulties. The development of more complicated
hyperboloidal-based codes will require suitable initial data, which means that previous
work [53] on the hyperboloidal elliptic equations will be continued.

Simulations in Anti-deSitter spacetimes

In the case of a negative cosmological constant A, .# T is not a null surface but a timelike
one and appropriate boundary conditions at .#* have to be prescribed (this is one of
the reasons for using a non-staggered grid). The required boundary conditions have to
be reflecting-like and current numerical results in four-dimensional AdS of a constrained
evolution of the Einstein equations coupled to a scalar field in spherical symmetry [34]
indicate that AdS is non-linearly unstable. Evolving AdS with the procedures presented in
this thesis and appropriate boundary conditions in spherical symmetry could complement
the stability results of AdS obtained so far and maybe even provide new results.
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Appendix A

Construction of Penrose diagrams

Here I will show the explicit expressions used to create the Carter-Penrose diagrams
presented in chapters [I] and [3]

A.1 Kruskal-Szekeres-like coordinates

Omitting angular dimensions, we consider a line element of the form

1

ds® = —A(F)di* + A7)

di?. (A1)

First we eliminate the coordinate singularity at the horizon introducing a tortoise
coordinate, in terms of which the line element takes the form

d3® = A(F) (—df* + di?) , (A.2)
and thus is related to the original radial coordinate 7 as

dr

dr, = A

(A.3)

The integrated expression of 7, depends explicitly on the form of A(7) and includes an
integration constant that will be set to convenience for each case.
A transformation to the null coordinates % and v is performed

i=t—7,, O=1+7,, (A.4)

so that the line element reads
ds* = —A(F) di db. (A.5)

The quantity A(7) is to be expressed in terms of @ and v. Its exact expression will depend
on the specific form of 7,(7) and will be explicitly given in the following sections.

It is convenient to perform a coordinate transformation on the null coordinates % and
v that leaves the null cone structure invariant. This transformation will determine the
precise form of the metric and can thus serve to simplify it. The transformations that
will be considered here are of the form

U=—c%, V=eb, (A.6)
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where B is some given function of the parameters specific to each case. The choice
B = 4M in the Schwarzschild spacetime gives the Kruskal-Szekeres coordinates.

The following change will allow us to express the line element in a form similar to
Minkowski spacetime:

T= (V). R=(V-0) (A7)

In terms of the original ¢ and 7 coordinates, their expressions reduce to

~ Ty f ~ Tx f
T = eB sinh (E) , R = e5 cosh (E) , (A.8)

with 7, expressed in terms of 7.

The final expressions of T and R are compactified in the same way as done with the
Minkowski spacetime in subsection , i.e. using (with T and R instead of { and
T), and . To obtain the Carter-Penrose diagrams, R is plotted in the horizontal
axis and 7" in the vertical one.

For some values of the radial coordinate - inside of the horizon 7 < 2M for the
Schwarzschild case and among horizons 7_ < 7 < 7, for the non-extreme RN one - the
radius 7 becomes the timelike coordinate and the time ¢ turns into the spatial one, because
A(7) < 0 there. In these ranges of 7, the sign of @ and U in the coordinate transformations
(A.4), (A.6) and (A.7) is the opposite one. However, the resulting T’ and R yield exactly
the same expression as in . As T is spacelike and R is timelike, their expressions
in this case have to be interchanged before applying the compactification procedure of

subsection [[.2.1]

A.2 Schwarzschild spacetime

The line element of the Schwarzschild spacetime is

oM oM\ ! oM
ds* = — (1 — T) dt* + (1 - T) di* = (1 - T) (_dz?2 + dfz) ) (A.9)

r r r

and the relation between the Schwarzschild radius 7 and the corresponding tortoise coor-
dinate 7, is
To =7+ 2M In(7 — 2M) + Csepuw, (A.10)

where Cgqny is an integration constant that will be set to a convenient value. The sub-

stitution of A(F) = 1 — 22 is performed as follows

1
77*:5(17—71) =74+ 2M In(7 — 2M) + Csepu,

2_M §(ﬁ_ﬁ)_f_CSchw‘| zln(F—QM),

o—a _ ™Cschuw - ~ 2M
eaM e 2M :r—2M:r<1—T ,
7
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so that

r T

2M 1 _ =
ds* = <1 - —) dudo=——e e =S58 o~ 13 4t e 13 d, (A.11)
Using the transformation (A.6) with B = 4M, the previous line element becomes

4 cnw
PRGN T (A.12)
T

The final form of |i is obtained by calculating e it substituting 1’ and using
CSchw = —2M In DSchw:

Py ~ - 7 r—2M
e — eanr[FH2M In(F=2M)—=2MIn Dsenw] _ o757 ) (A.13)
DSchw

For 7 > 2M, the appropriate choice is Dgep = 2M and for 7 < 2M, Dgepw = —2M gives
a real value.
The final expressions to be compactified in the Schwarzschild case are the following.

Note that the interchange of 7' and R inside of the BH’s horizon has already been per-
formed in (A.14b)):

r>2M
T—\/f 1 et sinh [ R—,/f 1 et cosh - (A.14a)
=\ 217 €M sin AR =\ 217 €1M CoS L) .14a
r<2M
P 1= et cosh (- R 1 er sinn [ (A.14D)
== 2M€ COS 4M’ = 2M€ S1n AM . .

The ranges of the compactified coordinates to include the outer spacetime (zone I in
figure and the interior of the horizon (zone II) are T € [~7,7] and R € [—F, 7.
The symmetric outer spacetime (zone IV) and the white hole (zone III) are obtained by
compactifying (|A.14a)) and (A.14b|) with a minus sign and plotting 7" in the previous range

and R € [-m, ]

A.3 Reissner-Nordstrom spacetime

In the non-extreme RN case the line element is given by

2M 2 M 2 2M 2
ds* = — 1—T+C~2— di*+ 1——+Q— d~2 1——+Q (—dt® + dr?) ,
T 72 T 72 T
(A.15)
and the integrated expression of the tortoise coordinate takes the form

Fo =74+ Mn(7? — 2M7 + Q?) +
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where 7y = M + /M? — )%, or equivalently as presented in [92]

~2 ~2

o 72 o 2 o
. = ——In(7 — — ——— In(7 —7_) + Cry. A7
T T+f+—7“_ n(r — ) o n(r —7_) + Cgry ( )

As there are two logarithmic terms in (A.17)), expressing A(7) =1 — % + g—; can be
done in two ways depending on the one which gets the positive sign from the following
expression

5 (=) =7 —Cry (Fp =)= In(F—7y) =2 In(F—7_).

1 = 2

Taking the first logarithmic term positive and isolating gives a line element

P )AL A F—F_) . Fy—F_) .
5% = —%(T P T e - 5 g T g (A.18)
PE(F =)
Now the transformation (A.6) with B = T can be performed and the line element
becomes
2 2(F—F)EH e .
d3? = — < = ) ez RN V. (A.19)
(7 =7)F ) (F—7p )+t
(Fy—7_) .
The term e 2 ' that appears in the corresponding expressions to (A.8)) is expressed
=2 =2
in terms of 7, with the substitution Cry = —f:jf_ In Dy + f::f_ In Ery:
(Fp—7) (Fp—7) o o
Fy—T_) . Ty —=T_) . rT—r rTr—T_
e 7 Tr=¢ 7 T\/ e \/ . (A.20)
Dryn Ern
The appropriate choices for the constants Dry and Ery such that the expression will
be real are: if 7 > 7, — Dry = 74 and if 7 < 7y — Dy = —74; equivalently
T>7_ = FEgy=7_and if r <7_ — Epy = —7_.
Choosing the positive sign for the second logarithmic term will express the line element
as o
F— 7 )T Py —F Fy—F Fy—F
I U3 R L (A.21)

P (=)
This suggests to, instead of using |D as it is, interchange the roles of U and V/, so using

~ (Fy—F) o )

U=e >z and V=—e 3 7 (A.22)

now gives according to (A.7))

~ (Fyp—7_) < ro. —7T_)~ ~ (Fy—7_) < r. —7_ )~
T=e¢ "2z ™sginh (%t) : R=—¢ 2 ™ cosh (%t) , (A.23)

with

(Fp—7_) iy, [F—f. [

s =) [T —T rT—1r_

e 37 =g 2 7"\/ * \/ (A.24)
Dgrn Ern
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and the same choices for Dy and Ery described before.

The final expressions used in the construction of the RN Penrose diagrams are given
by the following cases. The interchange between spatial and timelike coordinates in the
region between the horizons has already been performed. The choice of the first positive
logarithmic term has been made for the first two sets of expressions, while the other choice
was made for the remaining two sets:

r> Ty

. oo F L e (R =)

T = /—-1 — —1 e 2z Tsinh 5 t), (A.25a)
Ty r_

7 —72

~ T N T (Fp—7_) - (Fy —7_)-

R = ——1 ——1 e = "cosh|——t), (A.25b)
T4 r_ 2

2
-+ - - - -
- (Fy—F_) — 7 ).
T = \/1—; ;—1 e 7" cosh (%t), (A.25¢)

Ty T_
1:2 _7:2
- Pl Ryt - (Fy —7_) -~
R = J/1-— /——1 e = T'sinh <;t) (A.25d)
Ty r_ 2
or
f2 _7:2
. 7 N N e (ry —7_)-
T = —|—-1 l—— e 2 7“cosh(;t), (A.25¢)
r_ T4 2

2
~ = ~ _T+ o s
R = \/i 1 \/1 e e <Mt> . (A25f)
r_ T4 2

St s
2 "sinh

(A.25g)

2
P f_iﬁ (Fy—7_) (ry —7)
R _ _\/1_~_ \/1_~_ e~ Jr271005}1(+—t~). <A25h)
r_ T4 2

When plotting the compactified coordinates of the Penrose diagram, in order to obtain
the correct location of the zones, a 7 term has to be added to the compactified T" calculated
from and (and also respectively mixed with and (A.250))), so that
the implicitly plotted quantities are (R,T + 7). The range of R in the Penrose diagrams
is the same as in the Schwarzschild case, but for a T covering the complete spacetime like

in figure we have T' € [-3%, 2],

~:

Il
%
|
Y =

‘ﬁ
[
%
|
Y =
]
+
aQ
7~ N
—~
2
+
|
lﬁz
S—
Spat!
N
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A.4 Extreme Reissner-Nordstrom spacetime

In the case @ = M, the RN line element reduces to

2 -2 2
ds? = — (1 — %) dt* + (1 - %) di? = (1 - M) (—dt* + di?) , (A.26)

T r T

and the corresponding tortoise coordinate is given by

M2
Fo =7+ Mn(f — M)* — Cern- A.27
Py =7+ Mn(F = M)" = — + Cern (A.27)
The calculation to express A(F) = (1 — %)2 is now
1|1 M?
M 5(@—&)—7:4—7;_]\4— eRN :ln(f—M)2,

and using the transformation (A.6) with B = 20, the line element becomes

2 o .]‘fQ - .
QM) -5 S8 47 g7 (A.28)

To obtain the final form of 1' we substitute 1} and Copy = —MInD.py — %
(the last term is included to make the singularity 7 = 0 coincide with the vertical line at

R =0) to calculate

_ _ 2 o

edir = ertr ()T = M (A.29)
DeRN

with the choices 7 > M — D.gy = M and 7 < M — D.gry = —M. The expressions used

for creating the extreme RN diagrams are:

r> M
Ao (T ey
T = (M 1)6 sinh <2M)7 (A.30a)
R — i_l eﬁﬁffj\ffw )COSh ; (A30b)
M 2M )’
r< M

~
I

_ P e (- 2) o (L
(1 M> e sinh <2M) : (A.30c)

3= (1o 7 ) es () o (L
R = (1 M)e cosh (2M> (A.30d)

Outside of the horizon the compactified quantities to plot are simply 7" versus R, but in
the interior 7 < M, R — 7 is plotted on the horizontal axis and 7 —T on the vertical one.
The range used in the diagrams in figure inT e [-%,n] and R € [0, 7].

2
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A.5 Numerical calculation of the height function for
black hole spacetimes

The height function, whose derivative is given in its general form by , can be in-
tegrated numerically (once the values of the parameters M, @, Kcye and Copye have
been set) and used to display hyperboloidal foliations in the Penrose diagrams in chapter
Bl This has been done using the NIntegrate function of Mathematica.

The only critical part of the calculation is the treatment of the divergences of the
height function: it becomes infinite at the horizon(s) of the BHs (7. = M £+ /M? — 2,
the roots of A(7)) and at the roots of the expression in the square root (R, for the critical
Cemce value and Ry and Rs for a value smaller than the critical one, except in the extreme
RN case, where no Ry and Ry exist). As the integration is only performed for visualization
purposes, I have not tried to find a more sophisticated way of integrating that avoids the
divergences, but have simply set the integration limits such that they come quite close
to the divergence from both sides. How close the limits have to be is given by how
continuous the slices look at the horizons and R; in the diagrams. As an example, let us
consider diagram b) in figure the height function is integrated in the parts (0,7_),
(F_, R1), (Ra,74), (T4, large), Where Tlage ~ 200 and the parenthesis indicate that the
given value of the radial coordinate is not reached. The height function is not integrated
in the region (R;, Ry) because it is imaginary there. The distance between the closest 7
and the divergent points is of the order of 1075 — 10~® in most cases.

The numerical points (7;, h;) are interpolated into a function h(7) and introduced into
the expressions of R(,7) and T'(t,7) using the substitution

t=t+ h(F). (A.31)

The result is a hyperboloidal foliation that depends on the coordinates 7 and ¢. The
hyperboloidal slices in the Penrose diagrams are obtained by plotting implicitly 7" in the
vertical axis and R in the horizontal one, in terms of 7 (in the parts where the height
function has been integrated) and for several fixed values of ¢.
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