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Abstract 31 

 32 

Antecedent land surface conditions play a role in the amplification of temperature anomalies 33 

experienced during heatwaves by modifying the local partitioning of available energy 34 

between sensible and latent heating. Most existing analyses of heatwave amplification from 35 

soil moisture anomalies have focused on exceptionally rare events and consider seasonal 36 

scale timescales. However, it is not known how much the daily evolution of land surface 37 

conditions, both before and during a heatwave, contributes to the intensity and frequency of 38 

these extremes. We examine how the daily evolution of land surface conditions preceding a 39 

heatwave event contributes to heatwave intensity. We also diagnose why the land surface 40 

contribution to Australian heatwaves is not homogeneous due to spatio-temporal variations in 41 

land-atmosphere coupling. We identify two coupling regimes: a land-driven regime where 42 

surface temperatures are sensitive to local variations in sensible heating and an atmospheric-43 

driven regime where this is not the case. Northern Australia is consistently strongly coupled, 44 

where antecedent soil moisture conditions can influence temperature anomalies up to the 45 

fourth day of a heatwave. For southern Australia, heatwave temperature anomalies are not 46 

influenced by antecedent soil moisture conditions due to an atmospheric-driven coupling 47 

regime. Therefore, antecedent land surface conditions have a role in increasing the 48 

temperature anomalies experienced during a heatwave only over regions with strong land-49 

driven coupling. The timescales over which antecedent land surface conditions contribute to 50 

Australian heatwaves also vary regionally. Overall, the spatio-temporal variations of land-51 

atmosphere interactions help determine where and when antecedent land surface conditions 52 

contribute to Australian heat extremes. 53 

 54 

Plain Language Summary 55 

 56 

Research focused on the Northern Hemisphere has demonstrated that unusually dry soils 57 

preceding a heatwave event amplify the hot conditions experienced. However, we don't know 58 

whether the daily evolution of how the land surface dries out can amplify heatwave 59 

temperatures, or whether any impact is similar across a large area like Australia. In exploring 60 

these knowledge gaps, we find that regions where there is a larger drying trend tend to be 61 

more sensitive to land water availability and have more heatwave days. We find that the 62 

effect of dry soils before a heatwave varies considerably across Australia. Identifying where 63 

dry soils have a large impact on heatwaves required classifying the land into regions where 64 
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soil water variability affects surface temperatures and where it doesn't. This could be 65 

extended to other atmospheric processes to differentiate between local and remote influences.   66 

 67 

1. Introduction 68 

 69 

Climate change is likely to increase the frequency, intensity and duration of heatwaves, 70 

particularly over Australia [Cowan et al. 2014; Lewis and King 2015; Perkins 2015; Perkins 71 

and Gibson 2015; Horton et al. 2016]. Heatwaves pose a significant risk to ecosystem 72 

function and human health as evident from the impacts of several well-documented case 73 

studies including the 2003 European heatwave [e.g. Fischer et al. 2007b; Miralles et al. 74 

2014], the 2010 Russian heatwave [e.g. Hauser et al. 2016] and the 2012/2013 angry summer 75 

in Australia [Lewis and Karoly 2013; Perkins et al. 2014a; Lewis and King 2015]. Heatwaves 76 

are generally associated with clear skies, increased subsidence, warm air advection and 77 

prolonged hot conditions arising from persistent quasi-stationary high-pressure systems 78 

[Miralles et al. 2014; Parker et al. 2014a,b; Quinting et al. 2018; Risbey et al. 2018]. Over 79 

Australia, the synoptic mechanisms that enable blocking highs to persist are generally more 80 

transient (~ 1 week) than their European counterparts (~ weeks) [Risbey et al. 2018], 81 

however, the presence of a blocking high pressure system does not necessarily lead to a 82 

heatwave event. 83 

 84 

Land surface conditions can amplify surface temperatures, particularly during heatwave 85 

events [Fischer et al. 2007a,b; Lorenz et al. 2010; Miralles et al. 2014; Herold et al. 2016; 86 

Hauser et al. 2016; Gibson et al. 2017]. Globally, this influence has been attributed to 87 

precipitation deficits enhancing negative soil moisture anomalies, facilitating further surface 88 

warming by partitioning more energy into sensible heating [Mueller and Seneviratne 2012]. 89 

Recent amplification of hot temperature extremes associated with anthropogenic climate 90 

change is also consistent with changes in the surface energy balance coincident with drying 91 

soils [Donat et al. 2017]. Projected changes in hot temperature extremes also indicate that the 92 

role of soil moisture conditions through land-atmosphere interactions is important [Vogel et 93 

al. 2017; Seneviratne et al. 2013]. In particular, the direct effects of soil moisture on the 94 

surface energy balance are necessary for the projected amplified response of regional 95 

temperature extremes relative to mean temperature changes [Vogel et al. 2017]. 96 

 97 
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The land surface contribution to surface temperatures is not limited to single-day extreme 98 

temperature events with several studies demonstrating the role of land surface drying both 99 

prior to and during a heatwave event [Fischer et al. 2007a,b; Lorenz et al. 2010; Miralles et 100 

al. 2014; Hauser et al. 2016; Herold et al. 2016; Gibson et al. 2017]. For example, Fischer et 101 

al. [2007a] demonstrated that the presence of land-atmosphere interactions typically increases 102 

the number of heatwave days per summer season by 50-80% in Europe. Further work by 103 

Fischer et al. [2007b] demonstrated that the dry spring preceding the 2003 European 104 

heatwave was a necessary condition for this event, in addition to a persistent atmospheric 105 

high-pressure system that lasted several months [Ferranti and Viterbo, 2006]. This result is 106 

corroborated by subsequent studies [e.g. Lorenz et al. 2010; Miralles et al. 2014]. Other 107 

examples include the 2010 Russian Heatwave, where impacts were compounded due to a 108 

severe drought [Flach et al. 2018]. The land surface drying that occurred prior to the drought 109 

increased the likelihood of exceptional temperature anomalies experienced during this event 110 

by sixfold [Hauser et al. 2016]. Studies focusing on less extreme heatwaves over Europe 111 

[Lorenz et al. 2010; Miralles et al. 2014], North America [Ford and Schoof 2016; Teng et al. 112 

2016; Cowan et al. 2017] and Australia [Perkins et al. 2015; Herold et al. 2016; Gibson et al. 113 

2017] all suggest that, in general, antecedent soil moisture conditions had a role in both the 114 

heatwave intensity and to a lesser extent also the duration. This is understandable given these 115 

are regions where the atmosphere is sensitive to land surface variability (i.e. the land-116 

atmosphere coupling) [e.g. Seneviratne et al. 2013; Hirsch et al. 2014; Lorenz et al. 2015]. 117 

 118 

When diagnosing the role of land surface conditions on extreme events such as heatwaves, 119 

resolution becomes important for resolving the spatio-temporal variability of land-120 

atmosphere interactions [e.g. Holgate et al. 2019; van der Linden, Haarsma and van der 121 

Schrier 2019]. This is one of the motivations for initiatives such as the COordinated Regional 122 

climate Downscaling EXperiment (CORDEX) [Giorgi et al. 2009]. Several examples exist 123 

that demonstrate the added value of using regional climate models (RCMs) for understanding 124 

extremes [Fischer et al. 2007a; Lorenz et al. 2010; Salathé et al. 2010; Gao et al. 2012; 125 

Evans et al. 2014; Perkins et al. 2014b; Andrys et al. 2015; Argüeso et al. 2015; Hirsch et al. 126 

2015; Kala et al. 2015a; Di Luca et al. 2016; Evans et al. 2017; Knist et al. 2017; Herold et 127 

al. 2018]. CORDEX simulations provide reasonable high resolution and the internally 128 

consistent climate variables required to examine how land-atmosphere feedbacks contribute 129 

to the characteristics of heatwaves. CORDEX also provides results from several RCMs and 130 
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configurations of the same RCM which helps provide improved confidence in the robustness 131 

of conclusions in comparison with using a single model [Perkins and Fischer 2013]. 132 

 133 

In an analysis of Australian heatwaves, Perkins et al. [2015] contrasted the contribution of 134 

soil moisture conditions in comparison with large-scale modes of climate variability. They 135 

found that the contribution of antecedent soil moisture at seasonal timescales was not as great 136 

as previously demonstrated over Europe. Kala et al. [2015a] were able to demonstrate that 137 

for the 2009 Victorian heatwave (prior to the Black Saturday bushfires) the contribution of 138 

antecedent soil moisture conditions could only be detected at significantly shorter timescales 139 

of the order of a week compared to months over Europe. This is likely due to several basic 140 

differences between Australian and European conditions. First, Australia is generally drier 141 

[e.g. Nicolai-Shaw et al. 2017] which is important as antecedent soil moisture conditions on 142 

monthly timescales influences the number of heatwave days and the temperatures reached 143 

during heatwaves [Herold et al., 2016]. Secondy, the synoptic-scale dynamical settings differ 144 

strongly [see Risbey et al. 2018] for heatwaves. Gibson et al. [2017], for example, examined 145 

the role of warm air advection in accelerating the drying of the land surface and demonstrated 146 

how local partitioning of the surface energy balance influenced heatwaves under favorable 147 

synoptic conditions.  148 

 149 

It is therefore clear from the existing literature that the land surface state has an impact on 150 

heatwave conditions, both in Australia and elsewhere. However, it is less clear why there are 151 

spatial variations in how important this contribution is and how the daily evolution of prior 152 

land surface conditions contributes to heatwave intensity. This study examines where and 153 

how the land surface contributes to heatwaves in space and time using observations, 154 

reanalysis, and the CORDEX RCM ensemble. We also examine how the rate of land surface 155 

drying influences the amplitude of temperature anomalies experienced during a heatwave. By 156 

examining both observational and model datasets, we gauge the suitablity of the CORDEX 157 

AustralAsia ensemble simulations for evaluating the temporal dynamics of land-atmosphere 158 

interactions prior and during heatwave events with a focus on the Australian region. This is 159 

the first time the CORDEX AustralAsia ensemble has been used to examine heatwave 160 

attributes. 161 

 162 

2. Methods 163 

 164 
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2.1 Model Domain and Experimental Design 165 

 166 

In this study three RCMs are evaluated including four different physics combinations of the 167 

Weather Research and Forecasting Model (WRF) [Skamarock et al. 2008], the COnsortium 168 

for Small-scale MOdelling model in climate mode (CCLM) [Rockel et al. 2008], and the 169 

Conformal-Cubic Atmospheric Model (CCAM) [McGregor and Dix 2008]. Details on the 170 

physics employed in these RCMs are summarized in Table 1. Prior analysis [Evans et al. 171 

2012; Evans et al. 2014; Ji et al. 2014; Kala et al. 2015b] was instrumental in determining 172 

the four WRF configurations used. The domain (Figure 1) is resolved using a resolution of 173 

approximately 50 km (0.44˚ x 0.44˚ on a rotated coordinate system). All RCM data was 174 

interpolated using a nearest-neighbor approach from the native resolution of the model to a 175 

regular 0.5˚ latitude x 0.5˚ longitude grid to enable direct comparison. As there are almost no 176 

changes in the resolution, the nearest-neighbor approach is preferred to other interpolation 177 

methods to preserve the extremes at the cost of some location error (up to half a grid cell). All 178 

RCMs were driven by ERA-Interim boundary conditions from January 1981 to January 2010.  179 

 180 

2.2 Observational and Re-Analysis Datasets 181 

 182 

The different RCMs were evaluated using several gridded observational datasets. This 183 

includes the Australian Gridded Climate Data (AGCD) daily precipitation and temperature 184 

dataset [Jones et al. 2009] which was used as the benchmark to which all other data are 185 

compared in the identification of heatwave days and their climatological attributes. Although 186 

not in situ station data, the AGCD dataset closely tracks the station observations with the 187 

exception of central western Australia where the network density is sparse [King et al. 2013]. 188 

The Global Land surface Evaporation: the Amsterdam Methodology (GLEAM) dataset 189 

[Miralles et al. 2011; Martens et al. 2017] is used to evaluate the daily latent heat flux trend 190 

prior to all heatwave events. Additional datasets used to evaluate the surface energy fluxes of 191 

the RCMs include two reanalysis products: the ERA-Interim (ERAINT) dataset produced by 192 

the European Centre for Medium-Range Weather Forecasts (ECMWF) [Dee et al. 2011] and 193 

the Modern-Era Retrospective Analysis for Research and Applications version 2 (MERRA2) 194 

[Reichle et al. 2017]. Note that although ERA-Interim is used as the RCM boundary 195 

conditions, we include it here: (1) to evaluate the added value gained by using an RCM, (2) to 196 

provide a broader classification of the observational uncertainty, and (3) because surface 197 

fluxes are not directly used to run the RCMs. A summary of the key references, variables and 198 



 Confidential manuscript submitted to JGR-Atmospheres  

7 

 

native resolution of these datasets are provided in Table 2. All datasets were interpolated to 199 

the resolution of the RCMs using a conservative remapping algorithm to enable comparison. 200 

 201 

2.3 Heatwave Definition and Summary Attributes 202 

 203 

There are several ways of defining and identifying heatwaves [e.g. Perkins and Alexander 204 

2013; Perkins 2015]. Here we use a modified version of the Excess Heat Factor (EHF) 205 

originally defined by Nairn and Fawcett [2013] that implicitly incorporates a seasonal cycle 206 

to characterize heatwaves according to the climatological conditions for a particular time of 207 

the year [Perkins and Alexander 2013]. Heatwave days are identified by calculating the 208 

anomaly in the daily mean temperature (determined from the average of the daily maximum 209 

and minimum temperature) using the calendar day 90
th

 percentile determined using all years 210 

1981-2010 (Equation 1). When this anomaly is positive for at least three consecutive days, 211 

these are classified as heatwave days. This is iterated for all years and grid points of the 212 

respective datasets. 213 

 214 

𝐸𝐻𝐹𝑆𝐼𝐺 =
1

3
(𝑇1 + 𝑇𝑡−1 + 𝑇𝑡−2) − 𝑇90       (1) 215 

 216 

Here T90 corresponds to the spatially explicit (i.e. at each grid cell) 90
th

 percentile of the daily 217 

mean temperature corresponding to the calendar day with a temperature T1. T90 is calculated 218 

using a 15-day window for all years to provide a sample of 450 (15 x 30) daily values per 219 

grid point in estimating the percentile. By using a calendar day estimate of the 90
th

 percentile 220 

it is possible to identify heatwaves and warm spells throughout the whole year and not just 221 

the hottest months of the year. However, we limit our analysis to heatwaves that occur during 222 

the Australian heatwave season defined as November to March (i.e. from the end of the 223 

Austral spring to the start of autumn) [Perkins and Alexander 2013]. This is also when the 224 

soil moisture limitation on evapotranspiration is greatest and therefore the atmospheric 225 

sensitivity to land surface conditions, i.e. the coupling strength between the land and the 226 

atmosphere, is greatest [Hirsch et al. 2014; Lorenz et al. 2015]. Once the heatwave days are 227 

identified using Equation 1, different attributes of these heat extremes are calculated for each 228 

year (Table 3) to describe the amplitude, duration and number of events per year. 229 

  230 

2.4 Land Atmosphere Coupling Metrics 231 
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 232 

Several metrics exist for evaluating land-atmosphere coupling [e.g. Lorenz et al. 2015; 233 

Santanello et al. 2018]. Land-atmosphere coupling here refers to the atmospheric sensitivity 234 

to land surface variability. We use the metrics of Dirmeyer [2011] and Dirmeyer et al. 235 

[2013a, 2013b and 2014] to evaluate local land-atmosphere coupling which splits the full 236 

land-atmosphere coupling into a terrestrial component and an atmospheric component. It is 237 

also possible to interrogate both the hydrological and thermal pathways of the land-238 

atmosphere coupling. Here, we follow the thermal pathway of land-atmosphere coupling that 239 

evaluates the covariance of soil moisture (mrso), sensible heat flux (hfss) and 2m air 240 

temperature (tas). This includes the terrestrial component: 241 

 242 

𝐼𝐿 = 𝜎𝑚𝑟𝑠𝑜 ×
𝑑 ℎ𝑓𝑠𝑠

𝑑 𝑚𝑟𝑠𝑜
=

𝐶𝑂𝑉(𝑚𝑟𝑠𝑜,ℎ𝑓𝑠𝑠)

𝜎𝑚𝑟𝑠𝑜
=

∑(𝑚𝑟𝑠𝑜−𝑚𝑟𝑠𝑜̅̅ ̅̅ ̅̅ ̅̅ )(ℎ𝑓𝑠𝑠−ℎ𝑓𝑠𝑠̅̅ ̅̅ ̅̅ ̅)

√
1

𝑁
∑(𝑚𝑟𝑠𝑜−𝑚𝑟𝑠𝑜̅̅ ̅̅ ̅̅ ̅̅ )2

    (2) 243 

 244 

The atmospheric component: 245 

 246 

𝐼𝐴 = 𝜎ℎ𝑓𝑠𝑠 ×
𝑑 𝑡𝑎𝑠

𝑑 ℎ𝑓𝑠𝑠
=

𝐶𝑂𝑉(ℎ𝑓𝑠𝑠,𝑡𝑎𝑠)

𝜎ℎ𝑓𝑠𝑠
=

∑(ℎ𝑓𝑠𝑠−ℎ𝑓𝑠𝑠̅̅ ̅̅ ̅̅ ̅)(𝑡𝑎𝑠−𝑡𝑎𝑠̅̅ ̅̅ ̅)

√
1

𝑁
∑(ℎ𝑓𝑠𝑠−ℎ𝑓𝑠𝑠̅̅ ̅̅ ̅̅ ̅)2

      (3) 247 

 248 

Finally, the whole coupling pathway: 249 

 250 

𝐼𝐿𝐴 = 𝜎𝑚𝑟𝑠𝑜 ×
𝑑 𝑡𝑎𝑠

𝑑 𝑚𝑟𝑠𝑜
=

𝐶𝑂𝑉(𝑚𝑟𝑠𝑜,𝑡𝑎𝑠)

𝜎𝑚𝑟𝑠𝑜
=

∑(𝑚𝑟𝑠𝑜−𝑚𝑟𝑠𝑜̅̅ ̅̅ ̅̅ ̅̅ )(𝑡𝑎𝑠−𝑡𝑎𝑠̅̅ ̅̅ ̅)

√
1

𝑁
∑(𝑚𝑟𝑠𝑜−𝑚𝑟𝑠𝑜̅̅ ̅̅ ̅̅ ̅̅ )2

     (4) 251 

 252 

Where σX denotes the standard deviation of variable X, dY/dX the slope of the linear 253 

regression of Y on X, COV(X,Y) the covariance between X and Y, N the number of values 254 

and 𝑋̅ is the average of variable X. All metrics are calculated using standardized daily 255 

anomalies of the variables following Dirmeyer [2011]. Each component and the whole 256 

coupling pathway is evaluated at each grid cell, to characterize the local land-atmosphere 257 

coupling and for each heatwave season to account for interannual variability in the coupling 258 

diagnostics. By construction, the σX term in these coupling metrics means that where the land 259 

surface variability is negligible, the land-atmosphere coupling is weak. To enable comparison 260 

between the coupling diagnostics, we normalise them according to: 261 

 262 
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𝑍 =  
𝐼𝑥−𝜇

𝜎
           (5) 263 

 264 

Where  and  denote the spatial mean and standard deviation, respectively. This converts 265 

the units of all coupling indices to a non-dimensional value. We use a threshold of ±0.1 to 266 

denote weak coupling unless stated otherwise. An evaluation of the potential role of non-267 

local coupling is the focus of a subsequent study. These metrics have previously been used 268 

over Australia to characterize land-atmosphere coupling and to distinguish between different 269 

coupling regimes [Hirsch et al. 2016]. 270 

 271 

2.5 Likelihood Ratio 272 

 273 

To evaluate whether differences in the land-atmosphere coupling can explain spatial 274 

differences in the land surface contribution to heatwaves we use the likelihood ratio (LR) 275 

metric of Stott et al. [2004]. We calculate the 90
th

 percentile across all heatwave events that 276 

occurred within a region of interest for each EHFSIG diagnostic. Then we use the 90
th

 277 

percentile as a threshold to calculate the probability of exceeding this value for regions where 278 

the land-atmosphere coupling is considered a land-driven regime. We also separately 279 

calculate the probability over regions that are considered an atmospheric-driven regime, i.e. 280 

where the surface temperatures are driven by atmospheric variability: 281 

 282 

𝐿𝑅 =
𝑃𝑟(𝐸𝑥𝑡𝑟𝑒𝑚𝑒 𝐻𝑒𝑎𝑡𝑤𝑎𝑣𝑒 | 𝐼𝐴>0.1)

𝑃𝑟(𝐸𝑥𝑡𝑟𝑒𝑚𝑒 𝐻𝑒𝑎𝑡𝑤𝑎𝑣𝑒 | 𝐼𝐴<−0.1)
        (6) 283 

 284 

This diagnostic is evaluated using all grid cells (and therefore not spatially explicit) and all 285 

heatwave years for each dataset independently unless otherwise specified. 286 

 287 

3. Results 288 

 289 

3.1 Model Evaluation 290 

 291 

In this section we evaluate how well the RCMs simulate the climatological attributes of 292 

Australian heatwaves in the context of observational uncertainty. We also examine the 293 

temporal evolution of the surface energy balance for the 30 days prior to a heatwave event.  294 

 295 



 Confidential manuscript submitted to JGR-Atmospheres  

10 

 

A critical component for the identification of the heatwave days is the threshold (T90 in 296 

Equation 1) to which the EHFSIG indices are determined. Figure 2 illustrates the annual mean 297 

value of this threshold for AGCD with the bias between the reanalysis datasets and each 298 

respective RCM simulation. For the RCMs, biases that are within the observational 299 

uncertainty are masked in white. In general, MERRA2 has a T90 value that is 1-2˚C warmer 300 

than that of AGCD (Figure 2b) and ERAINT is almost always within ±1˚C of AGCD (Figure 301 

2c). Regarding the RCMs, WRFJ, WRFK and WRFL all have a cool bias in T90 ranging from 302 

2-4˚C (Figure 2d-f) with the largest cold biases (locally >4˚C) from the WRFL model (Figure 303 

2f). The other three RCMs, WRFM, CCLM and CCAM, have a warm bias of up to 3˚C. Di 304 

Virgilio et al. [2019] found biases in the temperature distributions in all of these RCMs and 305 

the T90 biases (Figure 2) are reflective of this result.  306 

 307 

The biases in the threshold used to define heatwave days propagate through all the heatwave 308 

diagnostics presented in this study (Figure 3) as it affects the frequency to which heatwave 309 

days are determined. The skill of each RCM in capturing the climatological heatwave 310 

attributes is summarized in Figure 3 with the individual contour maps for the amplitude and 311 

frequency provided in the supplementary material (Figures S1 and S2 respectively). The left-312 

hand side of Figure 3 denotes the observational uncertainty between AGCD, MERRA2 and 313 

ERAINT. This is constructed by evaluating the 10
th

 and 90
th

 percentile range of the spatial 314 

differences between each of the observational datasets for each EHF diagnostic. The right-315 

hand side of Figure 3 denotes for each model how much the model bias exceeds the 316 

observational uncertainty. This has been constructed by evaluating the 10
th

 and 90
th 

317 

percentiles of the spatial model bias and comparing this to the 10
th

 and 90
th

 percentile range 318 

of the observational datasets. More specifically, if the 90
th

 percentile of the model bias 319 

exceeds the 90
th

 percentile of the observational range, the model bias is coloured red. 320 

Similarly, if the 10
th

 percentile of the model bias is less that the 10
th

 percentile of the 321 

observational range, the model bias is coloured blue. We consider the 10
th

 and 90
th

 322 

percentiles to avoid the effects of cancellation when the spatial biases are both negative and 323 

positive. All values in Figure 3 are converted to percentages using the AGCD data for 324 

consistency with Figures 2, S1 and S2 to enable comparison between the EHFSIG diagnostics. 325 

In general, most of the WRF models tend to under-predict the temperature amplitude relative 326 

to AGCD (HWAt and HWMt) during heatwaves while the remaining RCMs are too warm. 327 

All models tend to under-predict the frequency of heatwave days (HWF) which is 328 

subsequently reflected in the number (HWN) and duration (HWD and HWL) of events. All 329 
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biases are however within 10% of the observational uncertainty. While bias correction 330 

methods could be applied to the temperature data, this would prohibit any analysis of the 331 

physical mechanisms, particularly those corresponding to land-atmosphere interactions 332 

[Maraun et al. 2017].  333 

 334 

To examine the RCM skill in simulating the temporal evolution of the land surface leading in 335 

to a heatwave we examine anomaly time series (Figure 4) for a subset of climate variables 336 

and spatially aggregated over the sub-regions depicted in Figure 1. An extended version of 337 

this figure is available in the supplementary material (Figure S3). The sub-regions have been 338 

selected according to previous research by Gibson et al. [2017] where heat advection during a 339 

heatwave is substantial with two additional regions that have predominantly distinct land-340 

atmosphere coupling regimes (discussed later). There is a coherent time evolution across all 341 

models and reanalysis with AGCD for the daily mean 2 m air temperature (tas) (Figure 4 top 342 

row). The peak in the temperature anomaly ranges between day 4 and 6 of the event with 343 

higher temperature anomalies experienced over the Nullarbor Plain (NP; > 5˚C) compared to 344 

the wetter regions of South-East Australia (SEA; 4˚C) and Northern Australia (NA; 3˚C). The 345 

corresponding anomaly time series for precipitation (pr) (Figure 4 second row) indicates a 346 

regional dependence linked with the precipitation regime of the respective region. For 347 

example, NA shows a considerable decrease in precipitation with large negative precipitation 348 

anomalies prior to a heatwave, with considerable spread between models. The precipitation 349 

regime is monsoonal over NA, where RCM biases evaluated by Di Virgilio et al. [2019] 350 

indicate that all RCMs except WRFM tend to underestimate the magnitude of the 351 

precipitation anomaly. For SEA and NP, the precipitation anomaly time series are more 352 

coherent across the datasets. For NP, the smaller anomalies are indicative of the low annual 353 

rainfall that this region experiences. During a heatwave event, the negative precipitation 354 

anomalies are expected because of the conditions required to reach very hot temperatures. 355 

Note that in all regions the precipitation anomalies return to zero from day 6 of the heatwave. 356 

The soil moisture (mrso) anomaly time series (RCMs only) closely reflect the changes in the 357 

precipitation anomaly time series (Figure 4 third row). Here, the regional dependence of any 358 

land surface contribution is evident. In particular, NA shows the largest trends in the soil 359 

moisture, indicative of the wetter conditions in this region compared to NP where soils are 360 

extremely dry with limited change both before and after a heatwave. Finally, the latent heat 361 

flux (hfls) anomaly time series (Figure 4 bottom row) show similar trends to the soil moisture 362 

anomaly time series and reflect how the land surface drying contributes to more energy being 363 
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partitioned into sensible heating (see supplementary material) and likely contributing to the 364 

larger temperature anomalies during heatwave events. The regional contrast also extends to 365 

the sensible heat flux (Figure S3 fifth row) where drier locations (e.g. SA, NP, SWA) show a 366 

decreasing trend during the heatwave event consistent with the advection of a warm air mass 367 

over the region. This was confirmed when examining the low-level heat advection (not 368 

shown). The anomaly time series of both the downward short- and longwave radiation 369 

(Figure S3 rows six and seven respectively) show opposite tendencies during the heatwave 370 

event across the sub regions. More specifically, for wetter regions (e.g. NA, EA, SEA) there 371 

are smaller anomalies in the downward longwave radiation (~5 W m
-2

) and larger anomalies 372 

for the downward shortwave radiation (10 – 40 m
-2

). In contrast, for drier locations (e.g. SA, 373 

NP and SWA) the opposite occurs. This suggests that the classification of heatwaves could be 374 

split into wet and dry events. In the wetter regions, there is a clear drying trend ahead of the 375 

event (Figure 4 and S3, rows 2 and 3) with a corresponding shift in the Bowen ratio towards 376 

greater sensible heating. The increase in downward shortwave radiation (Figure S3 row 377 

seven) is consistent with a decrease in cloud cover. Conversely, in the drier regions, the only 378 

large anomaly is in the downward longwave radiation, which increases ahead and during the 379 

event, with smaller and even negative changes in downward shortwave radiation. The latter 380 

suggests that events over these regions are less likely to correspond to clear sky conditions 381 

with the changes in sensible heating noted earlier indicating the events over these regions are 382 

dominated by heat advection. Finally, there is considerable spread between the RCMs and 383 

reanalysis data for all variables except temperature. Note that CCLM and CCAM have larger 384 

positive anomalies in downward shortwave radiation compared to the other RCMs (Figure 385 

S3) which may contribute to the warmer biases in Figures 2 and 3.  386 

 387 

Given the negative anomaly trend in latent heating, Figure 5 shows the probability of land 388 

surface drying, defined according to the latent heat flux trend, over the two-week period prior 389 

to a heatwave event. This is calculated from the trend in the two-week anomaly time series 390 

for each heatwave event over 1980-2009, with probabilities less than 0.5 masked in white. 391 

For AGCD/GLEAM and MERRA2, the probability ranges from 60-80% indicating that for 392 

large areas of Australia land surface drying prior to a heatwave is a frequent phenomenon. 393 

Prior land surface drying is not a necessary requirement, as the synoptic conditions favoring 394 

the onset of heatwaves will also favor drying soils due to clear skies and high net radiation. 395 

However, antecedent land surface conditions may influence the temperatures experienced 396 

during a heatwave, which is examined in the following section. For the RCMs the probability 397 
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of land surface drying is not as high, particularly over the southeast coast of Australia where 398 

the proportion is often below 55. There could be several reasons for this that may stem from 399 

limitations in resolving the local complex flows arising from the interaction of sea-breezes, 400 

changes in elevation associated with the Great Dividing Range or deeply rooted vegetation 401 

providing a buffer. Overall, a high probability of surface drying is to be anticipated as the 402 

land surface dries out in the absence of precipitation. However, there are occasions where a 403 

heatwave is not preceded by a decreasing trend in the latent heat flux. For example, for 404 

CCLM (Figure 5h) the probability of a negative latent heat flux trend is below 50% which is 405 

consistent with the CCLM time series in Figure 4 for NA. These probabilities are robust 406 

where different periods were tested to evaluate the sensitivity of these probabilities (i.e. 407 

calculating the 1-week and 3 week pre-heatwave trend and the trend between the last rainfall 408 

event and the heatwave start). In the following section we examine whether prior drying of 409 

the landscape has any impact on the temperatures experienced during a heatwave.  410 

 411 

3.2 Do antecedent land surface conditions influence heatwaves? 412 

 413 

From this section onwards, the analyses will focus only on the model results where all 414 

variables are available and therefore their co-evolution can be examined comprehensively. 415 

We examine whether the distribution of the trend in the latent heat flux anomaly time series 416 

is sensitive to antecedent soil moisture conditions. To do so, we split the trend estimates 417 

according to the soil moisture anomaly two weeks prior to each heatwave into the driest (Q1 418 

< 25
th

 percentile), the interquartile range (Q1-Q3: between the 25
th

 and 75
th

 percentiles), and 419 

the wettest (Q3 > 75
th

 percentile) anomalies. For each group we calculate the kernel density 420 

function as a non-parametric estimator of the underlying probability distribution.  421 

 422 

Figure 6 shows that the two-week trend in the latent heat flux anomaly time series is sensitive 423 

to soil moisture conditions for all sub-regions denoted in Figure 1. A two-sample 424 

Kolmogorov-Smirnov test confirms that the distributions of the trend in the latent heat flux 425 

anomalies are significantly different (with p-values < 1%) between the wettest and driest 426 

antecedent soil moisture conditions. In particular, if soil moisture conditions two-weeks prior 427 

to a heatwave are wetter (Q3), then there are larger decreasing trends in the latent heat flux 428 

anomaly time series. This is indicative of land surface drying, either through soil drainage or 429 

evaporation, that is expected to occur in the absence of precipitation.  430 

 431 
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We next examine whether the soil moisture state in the two weeks preceding a heatwave 432 

contributes to the temperature anomalies experienced on the first day (Figure 7), and then 433 

subsequent days (see supplementary material) of a heatwave event using the same 434 

methodology as that used to construct Figure 6. In Northern Australia, Eastern Australia and 435 

South East Australia the probability of warmer temperature anomalies on the first day of the 436 

heatwave is higher when antecedent soil moisture conditions are dry and the difference 437 

between the wettest and driest antecedent soil moisture conditions is statistically significant 438 

for these regions. This is robust across individual RCMs (e.g. Figure S4 for Northern 439 

Australia). However, for South Australia, the Nullarbor Plain and South West Australia, the 440 

temperature distributions are not statistically different when split according to the soil 441 

moisture state. This is likely due to the dry conditions with limited soil moisture variability as 442 

indicated in Figures 4 and 6; shorter periods were tested but did not change the results. 443 

Results are similar for the influence of antecedent soil moisture conditions on the second day 444 

of the heatwave (Figure S5). Indeed, for Northern Australia, the influence of antecedent soil 445 

moisture conditions is evident up to day four of the heatwave (Figure S6). The contrast 446 

between Northern Australia and the other regions can be attributed to greater variability in 447 

land water availability linked to the strength of monsoon activity. Therefore, the influence of 448 

prior land surface drying on amplifying temperature anomalies experienced during a 449 

heatwave is regionally dependent, a result consistent with previous analysis over Australia 450 

[Herold et al. 2016]. 451 

 452 

The anomaly time series analysis (Figure 4) reveals that some, but not all, regions have a 453 

decreasing trend in the latent heat flux over the 2-weeks prior to heatwave events, we also 454 

examine whether the sign of the trend has an impact on the heatwave temperature anomalies 455 

(Figure 8). Most regions indicate that the sign of the trend can have a marginal impact on the 456 

first day of a heatwave event although the probability of warmer temperatures on the first 457 

heatwave day is slightly higher if there is a decreasing trend leading into the event. The effect 458 

appears to be short-lived compared to the impact of the antecedent soil moisture anomaly, 459 

where the subsequent heatwave days show no sensitivity to the latent heat trend (see 460 

discussion in Section 4.1).  461 

 462 

3.3 Characterization of local land-atmosphere coupling 463 

 464 
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To understand if regional differences in the contribution of antecedent soil moisture 465 

conditions on temperature anomalies (experienced during a heatwave) exist, we examine the 466 

different land-atmosphere coupling metrics described in the methods section. All indices 467 

have been normalized such that values exceeding ±0.1 are considered strong. The terrestrial 468 

coupling component (Equation 2; Figure S7) confirms that the coupling between soil 469 

moisture and the turbulent surface energy fluxes is strong for most of the continent, 470 

consistent with Figure 6. Note that the negative values for this coupling metric are indicative 471 

of the inverse relationship between soil moisture and sensible heat. For the atmospheric 472 

coupling component (Equation 3; Figure 9) it appears that there are two regimes. The first 473 

considers regions where IA is negative, which we classify as the 'atmospheric-driven regime'. 474 

The sensible heat flux is a function of the gradient between the surface air temperature (Ta) 475 

and the skin temperature (Ts) and therefore when IA is negative this indicates that changes in 476 

Ta are driving the variations in the sensible heat flux. The second considers regions where IA 477 

is positive, which we classify as 'land-driven regime'. Here, changes in surface air 478 

temperature are influenced by the soil moisture limited variations in the sensible heat flux. 479 

For all models, land-driven coupling (IA > 0.1) is predominantly concentrated over Northern 480 

Australia, extending southward along inland eastern Australia and parts of South-west 481 

Western Australia. Indeed, the atmospheric coupling (IA) estimates for all but CCAM show a 482 

strong resemblance to the regions of strong land-driven coupling identified by Hirsch et al. 483 

[2014] which used a different coupling metric. Regions where surface temperature is driven 484 

by atmospheric variability coincide with the east coast, Nullarbor Plain, western Australia 485 

and Tasmania in all models except for CCAM (Figure 9f). Note that the sub-regions of 486 

Eastern Australia, South East Australia, South Australia and South West Australia (denoted 487 

in Figure 1) span both coupling regimes. When considering the full land-atmosphere coupling 488 

pathway ILA (Equation 4; Figure S8), regions where the land and the atmosphere are strongly 489 

coupled differ slightly from those determined using IA > 0.1. Regions where this 490 

inconsistency arises include the east coast, Victoria and the Nullarbor Plain. Northern 491 

Australia is the one region where all three coupling metrics consistently indicate strong land-492 

driven coupling which may explain why over this region land surface drying can be linked to 493 

hotter conditions up to the fourth day of a heatwave event (Figure S6). 494 

 495 

3.4 Influence of local land-atmosphere coupling on heatwaves 496 

 497 
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Given the spatial differences in the atmospheric coupling component IA (Figure 9), the 498 

following analysis determines whether the coupling regime has an influence on the heatwave 499 

attributes derived from the EHFSIG (Equation 1). In general, the number of grid cells where 500 

there is an atmospheric-driven regime (IA < -0.1) are lower (30%) than the number where it is 501 

a land-driven regime (IA >0.1; 63%) (Figure S9). This results in different distributions 502 

between the coupling regimes for all EHFSIG diagnostics which can distort the calculation of 503 

the joint probability distribution. Therefore, examination of the marginal probability 504 

distributions is done separately for each coupling regime (land-driven: IA > 0.1 and 505 

atmospheric-driven: IA < -0.1) in Figure 10. For the heatwave amplitude above the T90 506 

threshold per hottest event and on average (HWAt and HWMt), the marginal distributions are 507 

clearly distinguishable and statistically different between the coupling regimes (Figure 10a 508 

and 10d). Interestingly, the distributions for the atmospheric-driven regions tend to 509 

experience hotter conditions than over the land-driven regions where local land-atmosphere 510 

coupling is strong. For example, for HWAt, the probability of exceeding 4˚C is twice as 511 

likely for the atmospheric-driven regions than for the land-driven regions (LR90 = 0.48). It is 512 

likely that the contrast between the coupling regimes is sensitive to the background climate 513 

conditions. The T90 threshold is cooler over the south-eastern coastal regions (Figure 2a) 514 

where there is atmospheric-driven coupling (Figure 9) and therefore, when heatwaves do 515 

occur there is a lower baseline against which to calculate the anomaly. For the heatwave 516 

duration per longest event and on average (HWD: Figure 10b and HWL: Figure 10e), the 517 

distributions are insensitive to the coupling regime and the likelihood ratios are close to 1. 518 

For the frequency of heatwave days (HWF: Figure 10c) and number of events (HWN: Figure 519 

10f) the differences in the distributions are subtle with a two sample Kolmogorov-Smirnov 520 

test confirming that the distributions are statistically different. For example, when HWF > 4 521 

% days there is a higher probability of getting consecutive days exceeding the T90 threshold 522 

(i.e. EHFSIG > 0) over the land-driven regions where the land-atmosphere coupling is strong 523 

(LR90 = 1.66). With higher chances of clustering of extreme heat, it is anticipated that this 524 

also translates into the number of events. For HWN, this would appear to be the case, where 525 

it is twice as likely to get more than 4 heatwave events in a given year over land-driven 526 

regions than atmospheric-driven regions (LR90 = 2.07). In summary, although heatwaves are 527 

triggered less frequently over atmospheric-driven regions where the air temperature is 528 

decoupled from local land surface variability, when they do get triggered they are more likely 529 

to be more extreme events. For eastern Australia at least, this may also be associated with the 530 
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lower temperature threshold (T90, Figure 2) where there is potential for stronger anomalies to 531 

develop during a heatwave. 532 

 533 

Focusing on the sub-regions that span both coupling regimes, Figure 11 suggests that the 534 

contrast between coupling regimes has some sensitivity to the soil moisture climatology. 535 

Both EA and SEA generally have wetter soil moisture conditions but with higher variability 536 

compared to the SA and SWA regions where it is considerably drier with low variability 537 

(Figure S10). Given the role that soil moisture conditions have on the partitioning of 538 

available energy between sensible and latent heating it is likely that these regional differences 539 

in soil moisture, in addition to the local land-atmosphere coupling (i.e. Figure 9), are 540 

important for contrasting heatwave statistics between coupling regimes. EA and SEA 541 

(Figures 11a, 11b, 11e, and 11f) indicate that where there is strong land-driven coupling there 542 

are more consecutive heatwave days with likelihood ratios of 1.75 and 3.09, respectively. 543 

However, despite having a higher frequency in heatwave days over the land-driven coupled 544 

regions, the probability for very hot events over these regions is smaller compared to 545 

atmospheric-driven coupled regions where the likelihood ratios are 0.74 and 0.55 546 

respectively. For SA, the peaks of the mean heatwave amplitude (HWMt) distributions 547 

(Figure 10c) differ at 1.2 ˚C for atmospheric-driven regions and 1.8 ˚C for land-driven 548 

regions but in the upper tail (HWMt > 2.5 ˚C) there is little distinction between coupling 549 

regimes with a likelihood ratio of 1.01. There are also subtle differences in the frequency of 550 

heatwave days between coupling regimes for SA (Figure 11g). In particular, for HWF > 4 % 551 

days the frequency of clustering of hot days is more likely where there is strong land-driven 552 

coupling (LR90 > 1.6). SWA is a region where the behavior contrasts from the other three 553 

regions. In particular, SWA appears to be the only region where the probability for 554 

temperature magnitudes > 2.5 ˚C is 2.41 times more likely when there is strong land-driven 555 

coupling than atmospheric-driven coupling (Figure 11d). Furthermore, over SWA the 556 

frequency of heatwave days is substantially less probable when there is strong land-driven 557 

coupling (LR90 = 0.28; Figure 11h). This reversal in behavior between SWA and the other 558 

three regions may stem from the very dry soil moisture conditions and limited variability 559 

prior to a heatwave event (e.g. Figure S3). Therefore, Figure 11 suggests that the influence of 560 

the coupling regimes vary across Australia. 561 

 562 

The results in Figure 9 showed that there is considerable variability between the RCMs in the 563 

estimation of the local land-atmosphere coupling (IA). The analyses presented in Figures 10 564 
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and 11 show the results from aggregating all RCMs together. Therefore, to illustrate the 565 

model dependence we present the national estimates of the likelihood ratio for each EHFSIG 566 

diagnostic and RCM (Figure 12). In particular, model dependence cannot be ignored in our 567 

analyses. For heatwave amplitude (e.g. HWAt: Figure 12a; HWMt: Figure 10d), the CCAM 568 

model shows contrary results to the other models. This contrast may stem from the fact that 569 

CCAM has a predominantly strong land-driven coupling regime across Australia (e.g. Figure 570 

9f) and that the temperature distribution was generally warmer relative to the observational 571 

datasets to which we evaluate it against (e.g. Figure 2i). However, the WRFM and CCLM 572 

also had a warm bias (Figures 2g and 2h) but do not show the same behavior as CCAM as 573 

these models had a less skewed distribution of the atmospheric coupling index (IA; Figures 9d 574 

and 9e). All models except CCAM indicate that atmospheric-driven regions tend to have 575 

hotter heatwaves when they occur with likelihood ratios of less than 0.6 which collectively 576 

mask the behavior of the CCAM model. The heatwave duration (HWD: Figure 12b; HWL: 577 

Figure 12e) shows that the model dependence has a greater impact when considering events 578 

that are exceptionally long (HWD) rather than in the mean (HWL). In particular, all models 579 

suggest that there is limited differentiation between the coupling regimes when it comes to 580 

the mean heatwave duration (HWL: Figure 12e) with likelihood ratios within 0.84 to 1.22. 581 

However, for the longest heatwave events (Figure 12b) there is a larger spread across the 582 

models in the likelihood ratios (0.77 to 1.77) that is masked when aggregating the data across 583 

all models in Figure 10b (which had LR90 = 1.14). The contrast between HWD and HWL 584 

regarding model dependence likely stems from the sample size to which HWD and HWL are 585 

estimated from (i.e. HWD has one value per year per grid cell whereas HWL is derived from 586 

the average of all events in a given year per grid cell) and therefore HWL is less susceptible 587 

to model dependence as it describes average heatwave length.  588 

 589 

The percentage of heatwave days (HWF; Figure 12c) and consequently the number of 590 

heatwave events (HWN: Figure 12f) also show considerable model uncertainty. In particular, 591 

for HWF the likelihood ratio ranges from 1.22 to 5.22, which is not reflected in the all RCM 592 

aggregated result of 1.66 in Figure 10c. This uncertainty stems from the larger estimates in 593 

WRFM and CCLM which, like CCAM, had warm biases in the temperature distribution. 594 

Although all EHFSIG diagnostics for a given model use the corresponding calendar-day 595 

estimates of the T90 threshold of that model, it would appear that for WRFM and CCLM 596 

heatwave days are substantially more likely (~3 and ~5 times respectively) when there is 597 

strong land-driven coupling. Given the uncertainty in HWF, it is expected that this also 598 
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translates into the estimation of the HWN likelihood ratios, with WRFM and CCLM again 599 

showing a higher probability of a heatwave event when there is strong land-driven coupling. 600 

Therefore, model dependence as demonstrated in the likelihood ratios is linked to both 601 

differences in the estimated land-atmosphere coupling strength and the accumulation (and 602 

subsequent dissipation) of heat that is likely driven by differences in how various processes 603 

are parameterized in the respective models. 604 

 605 

4. Discussion 606 

 607 

This paper presents the first evaluation of the CORDEX AustralAsia multi-model ensemble 608 

in the simulation of various heatwave attributes including how land surface conditions evolve 609 

prior to and during a heatwave event. There are four main points that we discuss: (1) the 610 

influence of the spatial variability of the land surface on heatwaves; (2) contrasting land 611 

contribution from different coupling regimes; (3) model dependence and observational 612 

constraints; and (4) comparison to existing literature. 613 

 614 

4.1 Influence of the spatial variability of the land surface on heatwaves 615 

 616 

The extent to which we diagnose a land surface contribution to the surface temperatures 617 

experienced during a heatwave using the CORDEX AustralAsia ensemble is regionally 618 

dependent and linked to the land-atmosphere coupling strength of each RCM. Over northern 619 

regions with greater land water availability, surface temperatures are sensitive to antecedent 620 

soil moisture conditions for longer as latent heating continues to decrease during the event, 621 

with corresponding increases in sensible heating indicating a shift in the energy partitioning.  622 

In particular, Northern Australia is a region where the land-atmosphere coupling is 623 

consistently land-driven for all RCMs, and where antecedent soil moisture conditions can 624 

influence temperatures up to the fourth day of a heatwave event. High rainfall variability and 625 

the seasonal monsoon increases the land water availability in this region. This contributes to 626 

the soil moisture variability and influences the partitioning between sensible and latent 627 

heating (Figure 4), consistent with Hirsch et al. [2014]. This is confirmed by the variability 628 

of the soil moisture (Figure S10) and sensible heat flux (Figure S11) which is used to 629 

estimate the land-atmosphere coupling strength. Regions where there is high soil moisture 630 

variability coincide with regions where the land-driven coupling (IA > 0.1; Figure 9) was 631 

strong. In contrast, for Southern Australia (e.g. the sub-regions of South Australia, Nullarbor 632 
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Plain and South West Australia), there is no sensitivity to antecedent soil moisture conditions 633 

and there is an absence of strong land-driven coupling (e.g. Figure 9). This is associated with 634 

low soil moisture variability (e.g. Figure S10) which limits the potential to perturb the 635 

atmosphere. Further, the decrease in sensible heating and increase in downward longwave 636 

radiation implies that heatwaves over these regions are dominated by low-level heat 637 

advection, which will require further research to confirm. The East Australia and South East 638 

Australia regions had moderate sensitivity to antecedent soil moisture conditions, with 639 

temperatures on the first and second day of the heatwave event responding to differences in 640 

soil moisture. Over these regions, other mechanisms involving adiabatic warming and heat 641 

advection have a greater influence on surface temperatures [Quinting et al. 2018]. 642 

 643 

In our analysis, antecedent soil moisture conditions, rather than the latent heat flux trend, had 644 

a greater impact on heatwave temperature anomalies. There are several reasons that could 645 

explain this result. First, the steepest trends in the latent heat flux were present for Northern 646 

Australia (Figure 4). Many regions indicate that dry soil moisture anomalies are a persistent 647 

feature during the heatwave season. Therefore, particularly for drier locations, most trends in 648 

the latent heat flux are likely not statistically significant for individual time series. Screening 649 

to remove data corresponding to where and when trend estimates were close to zero did not 650 

change this assessment. Second, across the RCMs and the observations, there was 651 

considerable variability in the temporal evolution of land surface conditions. More 652 

specifically, some models do not show a strong decreasing trend in the latent heat flux prior 653 

to a heatwave event (e.g. Figure 4 for CCLM Northern Australia). However most models do 654 

exhibit a decrease in latent heating during a heatwave event but varying from 2 to 7 days in 655 

duration. Therefore, it is harder to establish the heatwave temperature sensitivity to short-656 

lived latent heat trends, particularly when they can vary substantially between model and 657 

observational estimates relative to the more robust antecedent soil moisture anomaly that is 658 

present in all datasets analysed here. This does not rule out that daily changes in the energy 659 

partitioning prior to and during a heatwave are not important, just that their contribution is 660 

harder to diagnose relative to other features that are more persistent. 661 

 662 

It is possible that the spatial variation of the soil hydraulic properties and vegetation types 663 

play a role in the spatial variability of the land surface contribution to heatwaves. To 664 

diagnose this, we require information on these characteristics that is unavailable for all 665 

RCMs. Ideally, we would require RCM outputs for each plant functional type within each 666 



 Confidential manuscript submitted to JGR-Atmospheres  

21 

 

grid cell to diagnose the potential role of vegetation characteristics. In the absence of these 667 

soil and vegetation properties, our analysis is limited to the role of soil moisture variability.  668 

Overall, the results from the CORDEX AustralAsia ensemble, using just the soil moisture 669 

information, is consistent with the prevailing theory on how land surface conditions 670 

contribute to the amplification of surface temperatures during a heatwave [Miralles et al. 671 

2014]. 672 

 673 

4.2 Contrasting land contribution from different coupling regimes 674 

 675 

Our analysis reveals that the contribution of local land surface conditions in the RCMs is 676 

spatially inhomogeneous. We characterize two coupling regimes: areas where the atmosphere 677 

is sensitive to local land surface variability (land-driven coupling) and regions where the 678 

atmosphere is insensitive to local land surface variability (atmospheric-driven coupling). The 679 

identification of these two coupling regimes provides a basis to distinguish between where 680 

local land surface conditions contribute to heatwaves from where atmospheric mechanisms 681 

dominate. Our results demonstrate that the frequency of heatwave days in all RCMs is 682 

sensitive to the coupling regime, even when limiting the analysis to regions where the 683 

background climate is similar (e.g. Figure 11). All RCMs, except CCAM, suggest that 684 

atmospheric-driven regions have a higher likelihood of more extreme conditions when 685 

heatwaves occur, indicating that atmospheric mechanisms are the dominant factor 686 

contributing to the accumulation of heat.  687 

 688 

Although the aggregated RCM results suggest that the coupling regime has no impact on the 689 

duration of heatwave events, the impact on the frequency of heatwave days indicates that 690 

there may be limitations in how heatwave days are identified using the EHFSIG in individual 691 

RCMs. In particular, the possibility that two events are only separated by one day where the 692 

EHFSIG is not positive cannot be excluded. To resolve this would require relaxing the 693 

condition on consecutive days and could be considered in future research. This may explain 694 

why the frequency diagnostics (HWF and HWN) are sensitive to the coupling regime while 695 

the duration diagnostics (HWD and HWL) are not, at least when all RCM results are 696 

aggregated. For individual RCMs, there is some uncertainty on the role of land-atmosphere 697 

coupling for the duration of the longest events (Figure 12b).  Generally, our results suggest 698 

that identifying the contribution of antecedent soil moisture conditions on heatwaves, 699 
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particularly the intensity rather than duration, is possible when accounting for where and 700 

when the land-atmosphere coupling is land-driven. 701 

 702 

4.3 Model Dependence and Observational Constraints 703 

 704 

In general, we find that the RCMs can capture the climatological attributes of Australian 705 

heatwaves with reasonable skill where biases are within ±10% of the observational 706 

uncertainty. Further analysis of the temporal evolution of various climate variables 707 

demonstrate that the desiccation of the land surface prior to a heatwave event elevates surface 708 

warming via enhanced sensible heating. It is hard to establish how realistic this is in 709 

comparison to actual observations. Flux tower observations are too sparse across Australia 710 

and records are of insufficient duration to facilitate a full validation of the RCM results. 711 

Reanalysis datasets come with their own limitations that contribute to the observational 712 

uncertainty [e.g. Decker et al. 2012]. The anomaly time series of the latent heat flux in Figure 713 

4 highlights that the uncertainty between GLEAM, MERRA2 and ERAINT is considerable. 714 

While several gridded observational products do provide monthly or sub-monthly estimates, 715 

our methodology requires daily data to examine the co-evolution of several climate variables 716 

both before and during a heatwave event. Remote sensing may provide an opportunity to 717 

verify the CORDEX results in the future, but only if daily timescales are resolved.  718 

 719 

Given these observational constraints, we acknowledge that our results are subject to model 720 

dependence as clearly evident in Figure 12. Our analysis suggests the value of utilizing a 721 

multi-model ensemble in identifying the land surface contribution to heatwaves. There are a 722 

few caveats to diagnosing the differences between models. This includes differences in how 723 

various processes have been parameterized (e.g. convection, radiation, microphysics, land 724 

surface) and the impact that this has on the feedbacks and interactions between the schemes. 725 

The characterisation of the land surface heterogeneity also determines the instantaneous 726 

coupling between the land surface scheme and the atmospheric model. Future research is 727 

planned to disentangle which factors provide the largest contributions to the model 728 

uncertainty.  729 

 730 

4.4 Comparison to Previous Research 731 

 732 



 Confidential manuscript submitted to JGR-Atmospheres  

23 

 

Our results are consistent with European studies that suggest that drier antecedent soil 733 

moisture conditions are associated with hotter conditions during heatwaves [e.g. Fischer et 734 

al. 2007a; Lorenz et al. 2010; Miralles et al. 2014; Hauser et al. 2016]. Both Fischer et al. 735 

[2007a] and Lorenz et al. [2010] show that land-atmosphere interactions are important for the 736 

persistence of heatwave days, which we also find in our results, particularly over regions 737 

where the local land-atmosphere coupling is strongly land-driven (i.e. higher frequency of 738 

heatwave days: HWF). 739 

 740 

Similar links between the spatial variability in the land surface contribution to heatwaves and 741 

the coupling regimes that we identify over Australia have been found for Europe. Fischer et 742 

al. [2007a] demonstrate that the effect of land-atmosphere coupling is strongest over 743 

continental areas and weakest over coastal zones, with corresponding differences in the 744 

number of heatwave days. Knist et al. [2017] also evaluate land-atmosphere coupling in the 745 

EURO-CORDEX simulations and found that the strength of the land-atmosphere coupling is 746 

a model dependent quantity with strong land-driven coupling identified over Southern Europe 747 

(compared to the cooler energy-limited Northern Europe). Knist et al. [2017] conclude that 748 

the multi-model estimate provides a good approximation of the observed land-atmosphere 749 

coupling. Nevertheless, the areas in our study that were identified across all models as 750 

strongly land-driven tend to agree with observationally derived estimates [e.g. Seneviratne et 751 

al. 2010] and previous model estimates over Australia that used different metrics to those 752 

used in this paper [e.g. Hirsch et al. 2014; Lorenz et al. 2015; Decker et al. 2015]. While 753 

beyond the scope of this paper, the approach by Fischer et al. [2007a] and Lorenz et al. 754 

[2010] involves prescribing soil moisture conditions could help demonstrate the importance 755 

of land-atmosphere interactions for Australian heatwaves, particularly in terms of quantifying 756 

the temperature amplification and frequency of heatwave days. 757 

 758 

The examination of antecedent soil moisture on European heatwaves has often focused on 759 

exceptional events where the preceding spring soil moisture was important [e.g. Fischer et al. 760 

2007b; Miralles et al. 2014; Hauser et al. 2016]. Research on Australian heatwaves 761 

demonstrates some uncertainty on what timescale is most appropriate to diagnose a land 762 

surface contribution. Kala et al. [2015a] focused on a single event and examined the 763 

sensitivity to soil moisture conditions 15 days prior to that event. In contrast, Herold et al. 764 

[2016] used a 3-month time scale when examining the potential role of antecedent soil 765 

moisture conditions on heatwaves. Finally, Perkins et al. [2015] found that at longer 766 
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timescales (~5 months) climate variability tends to have a larger impact on the background 767 

climate than soil moisture conditions. Our results show that the soil moisture conditions two 768 

weeks prior to a heatwave affects temperatures experienced during the first few heatwave 769 

days, with less conclusive results at longer periods of a month (not shown). It is likely that 770 

the timescales vary regionally and possibly according to the severity of the event. Therefore, 771 

while our results are consistent with existing research in Australia and Europe on the role of 772 

antecedent soil moisture conditions and heatwaves, further research is required to contrast 773 

regional differences and identify timescales. 774 

 775 

5. Conclusions 776 

 777 

In this study we diagnose the reasons why the land surface contribution to Australian 778 

heatwaves is not spatially homogeneous and link this to the model-derived estimates of land-779 

atmosphere coupling. We demonstrate that in Northern Australia where the land-atmosphere 780 

coupling is strongly land-driven, heatwaves are hotter when there are drier soil moisture 781 

conditions two weeks prior to a heatwave event. Over South East Australia, dry antecedent 782 

soil moisture conditions are associated with warmer temperature anomalies on the first and 783 

second day of a heatwave event. For the drier southern parts of Australia, no discernible 784 

contribution of antecedent soil moisture conditions on temperature anomalies during a 785 

heatwave could be detected. Therefore, the impact of antecedent soil moisture conditions on 786 

heatwave intensity varies considerably across Australia. Furthermore, antecedent soil 787 

moisture conditions appear to have a greater impact than the daily evolution of the energy 788 

partitioning, particularly for heatwave intensity rather than the duration.  789 

 790 

Characterizing the land surface according to different coupling regimes was critical to 791 

identifying the regions where the land surface may contribute to heatwave intensity. In this 792 

paper, we split regions into those where surface temperatures are sensitive to variations in 793 

sensible heating (land-driven coupling) and those where surface temperatures are decoupled 794 

from variations in local sensible heating (atmospheric-driven coupling). Over these 795 

atmospheric-driven regions, local antecedent soil moisture conditions had no influence on 796 

heatwave intensity or frequency and these are likely driven by a combination of warm air 797 

advection and adiabatic heating. Surprisingly, when heatwaves occur along the east coast of 798 

Australia, where there is atmospheric-driven coupling and lower background temperature, 799 

temperature anomalies are higher compared to more inland locations where the land-driven 800 
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coupling is strong. Differences in the frequency of heatwave days between the coupling 801 

regimes were also found, where regions with strong land-driven coupling tended to have a 802 

higher frequency of heatwave days. Therefore, the two-legged coupling indices were useful 803 

for distinguishing regional-scale differences and could be extended to separate other 804 

atmospheric mechanisms. 805 

 806 

The timescales at which antecedent soil moisture conditions impact heatwave intensity 807 

requires further investigation, as our spatial analysis suggests that these vary between regions 808 

under different synoptic conditions. Disentangling the local versus remote contributions to 809 

the accumulation of heat is a necessary step in future research investigating the role of both 810 

spatial and temporal heterogeneity of land surface contributions to heatwaves. Resolving 811 

these knowledge gaps is a necessary requirement before integrating land surface information 812 

into heatwave warning systems and understanding how heatwaves may evolve with climate 813 

change. 814 
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 1059 

Tables with Captions 1060 

 1061 

Table 1: CORDEX RCMs analysed in this paper over the period 1981 to 2010 for the AUS-44 1062 

domain using ERA-Interim as the boundary conditions. 1063 

Model (label) Version 
Land surface 

scheme 
PBL scheme 

Cumulus 

scheme 

Radiation 

scheme 

WRF (J) 3.6.0 Noah 
Mellor-Yamada-

Janjic 
Kain-Fritsch Dudhia/RRTM 

WRF (K) 3.6.0 Noah 
Mellor-Yamada-

Janjic 

Betts-Miller-

Janjic 
Dudhia/RRTM 

WRF (L) 3.6.0 Noah 
Yonsei 

University 
Kain-Fritsch CAM3 

WRF (M) 3.3.0 Noah 
Yonsei 

University 
Kain-Fritsch Dudhia/RRTM 

CCLM 4.8.17-CLM3-5 CLM3.5 
Prognostic 

turbulent kinetic 

Bechtold et al. 

[2008] 

Ritter and 

Geleyn [1992] 
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energy 

CCAM  CABLEv2.2.3 

Monin-Obukhov 

Similarity 

Theory 

Mass Flux 

Closure 
GFDL 

 1064 

Table 2: Datasets used in the model validation. 1065 

Name Key reference Native resolution 
Variables (CF 

convention) 

AGCD Jones et al. [2009] 0.05˚ lat. x 0.05˚ lon. tasmax, tasmin, pr 

GLEAMv3.2a 
Martens et al. [2017]; 

Miralles et al. [2011] 
0.25˚ lat. x 0.25˚ lon. hfls 

MERRA2 Reichle et al. [2017] 0.5˚ lat. x 0.625˚ lon. 
albedo, hfls, hfss, rlds, 

rlus, rsds, rsus, tas, ts, pr 

ERAINT Dee et al. [2011] 0.75˚ lat. x 0.75˚ lon. 
hfls, hfss, rsds, rlds, tas, 

ts, pr 

 1066 

Table 3: EHF Heatwave Diagnostics 1067 

Acronym Attribute Description Units 

HWAt Amplitude  
Temperature anomaly above T90 for the hottest event 

per year 
˚C 

HWMt Amplitude 
Mean temperature anomaly above T90 for all events per 

year 
˚C 

HWF Frequency 
Percentage of days per year that are classified a 

heatwave day 
% days 

HWN Frequency Number of events per year #/Year 

HWD Duration Duration of the longest heatwave per year days 

WDL Duration Mean duration of all events per year days 

  1068 
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Figure Captions 1069 

 1070 

Figure 1: CORDEX AustralAsia domain including topographic height [m] and regional analysis 1071 

domains including: Northern Australia (NA), Eastern Australia (EA), South-East Australia (SEA), 1072 

South Australia (SA), Nullarbor Plain (NP) and South-Western Australia (SWA). Note that the 1073 

Great Dividing Range is the region with high topography along the East coast of Australia. 1074 

 1075 

Figure 2: November to March climatological mean over 1981 to 2009 for the 2m air temperature 1076 

90th percentile. (a) AGCD; (b) MERRA2 minus AGCD; (c) ERAINT minus AGCD; (d) WRFJ 1077 

minus AGCD; (e) WRFK minus AGCD; (f) WRFL minus AGCD; (g) WRFM minus AGCD; (h) 1078 

CCLM minus AGCD and (i) CCAM minus AGCD. All panels are in units of ˚C. Values within 1079 

±0.1˚C or the observational uncertainty (b - i)  are masked in white. 1080 

 1081 

Figure 3: Relative model skill summary for all heatwave diagnostics defined in Table 3. The left 1082 

panel shows the observational uncertainty characterised by the 10th to 90th percentile range of the 1083 

difference between AGCD, MERRA2 and ERAINT. The right panel shows how much the model 1084 

bias exceeds the observational uncertainty with blue indicating a negative bias in the 10th 1085 

percentile, red indicating a positive bias in the 90th percentile, and white indicating that either the 1086 

10th or 90th percentile of the model bias is within the observational uncertainty. All biases are 1087 

calculated using the heatwave diagnostics over the full period (1981-2009) and are expressed in 1088 

relative terms [%]. 1089 

 1090 

Figure 4: Average anomaly time series relative to the calendar day 1981-2009 mean of surface 1091 

climate variables from 30 days pre-heatwave to 14 days post-heatwave. Aggregating for all events 1092 

over 1981-2009 and all land grid cells within the regions defined in Figure 1. The columns 1093 

correspond to three regions depicted in Figure 1: Northern Australia (NA), South-East Australia 1094 

(SEA), and the Nullarbor Plain (NP). The rows correspond to the variables: 2m air temperature 1095 

(tas; ˚C), precipitation (pr; mm day-1), soil moisture (mrso; kg m-2), and the latent heat flux (hfls, 1096 

W m-2). For AGCD/GLEAM (yellow), MERRA2 (black), ERAINT (grey), WRFJ (blue), WRFK 1097 

(red), WRFL (green), WRFM (purple), CCLM (cyan), and CCAM (magenta). AGCD is only 1098 

available for tas and pr and GLEAM is only available for hfls. The start of the heatwave is marked 1099 

by the vertical dashed lines. 1100 

 1101 

Figure 5: Probability of a negative trend in the latent heat flux (hfls) for the 14 days prior to a 1102 

heatwave event. For AGCD/GLEAM (a), MERRA2 (b), ERAINT (c), WRFJ (d), WRFK (e), 1103 

WRFL (f), WRFM (g), CCLM (h), and CCAM (i). Values less than 0.5 have been masked in 1104 

white. 1105 

 1106 
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Figure 6: Kernel density function of the 14-day pre-heatwave trend in the latent heat flux (hfls) 1107 

anomaly time series (W m-2 d-1). Constructed from the regional timeseries of all heatwave events 1108 

identified over 1981-2009. The hfls trends have been split according to the soil moisture state: 1109 

driest quarter (Q1: solid line), middle 50% (Q1-Q3: dashed line), and the wettest quarter (Q3: 1110 

dotted line). Distributions are constructed using all model data (individual models are provided in 1111 

the supplementary) using all land grid cells defined with the sub-regions: Northern Australia (a), 1112 

Eastern Australia (b), South East Australia (c), South Australia (d), Nullarbor Plain (e), and South 1113 

West Australia (f). The p-value derived from a two sample Kolmogorov-Smirnov test between Q1 1114 

and Q3 is included. 1115 

 1116 

Figure 7: As in Figure 6 but for the 2m air temperature on the first day of the heatwave. 1117 

 1118 

Figure 8: Kernel density function of the 2m air temperature on the first day of the heatwave. 1119 

Constructed from the regional timeseries of all heatwave events identified over 1981-2009. The 1120 

2m air temperature have been split according to the sign of the 14-day pre-heatwave trend in the 1121 

latent heat flux (hfls) anomaly time series: decreasing trend (solid line), and increasing (dashed 1122 

line). Distributions are constructed using all model data using all land grid cells defined with the 1123 

sub-regions: Northern Australia (a), Eastern Australia (b), South East Australia (c), South 1124 

Australia (d), Nullarbor Plain (e), and South West Australia (f). The p-value derived from a two 1125 

sample Kolmogorov-Smirnov test between the two distributions. 1126 

 1127 

Figure 9: Normalized atmospheric coupling index (IA) estimated for each model: WRFJ (a), 1128 

WRFK (b), WRFL (c), WRFM (d), CCLM (e), and CCAM (f). Note that IA is calculated for each 1129 

heatwave season Oct-Mar over the period 1981-2009 and then normalized to enable comparison to 1130 

the other coupling metrics. Values within ±0.05 are masked in white. 1131 

 1132 

Figure 10: Kernel density function of the EHFSIG heatwave diagnostics split between heatwave 1133 

season grid cells with land-driven coupling (IA > 0.1; red) and atmospheric-driven coupling (IA < -1134 

0.1; blue). For each EHF diagnostic: Temperature anomaly for the hottest event (HWAt; ˚C; a), 1135 

duration of the longest event (HWD; days; b), frequency of heatwave days (HWF; % days; c), 1136 

mean temperature anomaly (HWMt; ˚C; d), mean duration (HWL; days; e), and number of events 1137 

(HWN; #/Year; f). The vertical line denotes the likelihood ratio between land-driven coupling and 1138 

tmospheric-driven coupling regimes exceeding the 90th percentile of the EHFSIG metric with this 1139 

threshold determined from the entire dataset. 1140 

 1141 

Figure 11: As in Figure 10 but split according to the regions: Eastern Australia (EA; a and e), 1142 

South-East Australia (SEA; b and f), South Australia (SA; c and g) and South-Western Australia 1143 

(SWA; d and h). For (a-d) mean heatwave temperature anomaly above T90 (HWMt; ˚C) and (e-h) 1144 

the percentage of heatwave days (HWF; % days). The vertical line denotes the likelihood ratio 1145 
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between land-driven and atmospheric-driven coupling regimes exceeding the 90th percentile of the 1146 

EHFSIG metric with this threshold determined from the entire dataset. Northern Australia and the 1147 

Nullarbor Plain sub-regions are omitted as these regions are predominantly only under one 1148 

coupling regime. 1149 

 1150 

Figure 12: Individual model likelihood ratios (LR) between the land-driven (IA > 0.1) and 1151 

atmospheric-driven (IA < -0.1) regimes for temperature anomaly of hottest events (HWAt; ˚C; a), 1152 

duration of longest events (HWD; days; b), percentage of heatwave days (HWF; % days; c), mean 1153 

temperature anomaly (HWMt; ˚C; d), mean duration (HWL; days; e), and number of events 1154 

(HWN; #/Year; f) evaluated according to the probability of exceeding the 90th percentile of each 1155 

diagnostic. Note that the threshold is determined using all grid cells but probabilities are calculated 1156 

according to the respective distribution of land-driven and atmospheric-driven coupling regions to 1157 

account for differences in sample size. 1158 

 1159 
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