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Abstract

Pulsars are neutron stars —remnants of very massive stars— that emit in-
tense electromagnetic radiation and rotate at great speed. Depending on their
position and axis of rotation, we can detect this radiation from Earth and cat-
alogue a huge number of these stellar objects. As a consequence of various
factors, pulsars may suffer spontaneous increases in their rotation frequency,
even though they tend to lose energy over time: this phenomenon is what we
know as glitches. It has been widely theorized that glitches make pulsars act
as gravitational waves emitters.

With the help of the LIGO and VIRGO detectors, essential for detect-
ing gravitational waves in the past, we aspire to detect the disturbances in
space-time produced in this case by the mentioned pulsars, never detected
before. These are a particular kind of gravitational waves known as tran-
sient continuous waves, because they are fainter and more durable than the
waves generated in the merger of two compact objects, already detected, but
not lasting as long as truly continuous waves. Specifically, we are looking for
signals with duration between hours and months, coming from pulsars that
suffered one or more glitches during the Advanced LIGO and Virgo O3 period
(between April 2019 and March 2020).

Using electromagnetic ephemerides to have a good estimation of the grav-
itational wave signal we expect to detect, we will perform a “narrow-band”
search: the sky position of the pulsar is fixed, but we allow some uncertainty
on the values of the frequency and its derivatives.

We will work with a search pipeline using the F-statistic and the B-
statistic. The process will go through some preparation steps, mainly to select
suitable targets for our purposes and cleaning the Short Fourier Transforms
previously generated for each of the detectors.

Using the statistics we will search for relevant points in a template bank
formed by the parameters of our search and, if there are no significant outliers,
then we will use simulated signal injections to derive upper limits, a test to
see at which GW strain we are capable of actually detecting some signal from
each target.



i

Finally, we also want to study the possibility of making more and better
detections in the future. On the one hand, analyzing improvements in current
detectors, and on the other, thinking about the new detectors that will be
available in the next decade.

This work is part of an international, more exhaustive, project with a
journal publication, planned to be out in the next months.
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Chapter 1

Gravitational waves

1.1 General relativity

The general theory of relativity is the current theory that allows us to understand gravity,
its behaviour and consequences. This new vision of the universe was first proposed by
Albert Einstein in 1915 [1], and it was the generalization of special relativity, published a
decade before.

As a consequence of the axioms that the laws of physics are invariant in all inertial sys-
tems and that the speed of light in vacuum is the same for all observers —regardless of
the motion of the light source—, Einstein introduced the special relativity (SR). After-
wards, the principle of equivalence among others forced the emergence of a generalisation
of SR: general relativity (GR). Already in the first one, the concept of spacetime was
introduced: the idea that both 3-dimensional space and 1-dimensional time are fused in
a 4-dimensional manifold. This idea was crucial because later in GR it gave rise to many
new concepts in the field of astrophysics such as the possible existence of gravitational
waves.

But before trying to fully understand the key of this project, gravitational waves, one
should first deeply understand how spacetime works. First, the Einstein Field Equations
(EFE), which show how matter and geometry are related, may be written as:

G,uzz = HT/}J/ (].].)

with G, the Einstein tensor, k = SZ—f and T}, the stress energy tensor.

This equation is basically telling us the relation between the spacetime geometry —
described by the Einstein tensor G,,— and the stress-energy tensor 7),,, which describes
the density and flux of energy and momentum. So, in other words, matter curves space-
time, and similarly, spacetime makes matter flow in a particular way.

Defining the constants ¢ = 1, G = 1, introducing the Ricci curvature tensor R, , the
scalar curvature R and the metric tensor g,, we can rewrite (1.1) as:

1
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1
G =R, — §RgW = 8nT,, (1.2)

The EFE are crucial to understand some astrophysical objects and events, which could
not be properly described before the theory of relativity. One example could be black
holes (regions where the manifold is so curved that not even light can escape from it),
and, of course, gravitational waves. So given the fact that the EFE are non-linear tensor
equations, highly difficult to solve —even though they might seem simple as we express
them in 1.2— to derive the (simpler) equations behind the GWs, one should try to work
with a linearized version.

First, we assume the metric tensor g,, as a Minkowski metric 7, with some small per-
turbation:

Here we have just developed the curvature terms of 1.3 in 0 and 1 powers of e. Also,
general relativity, just like electromagnetism has a gauge freedom related with the choice
of coordinate system. In this case the “Transverse Traceless” gauge is a convenient choice,
where

ho, =0, hy, =0 (1.4)
Now defining
_ 1 B
h;u/ = h/u/ - 577;wha577 (15)

and introducing the D’Alembertian operator, we obtain

O/ = 26T, , O = 7, 010" (1.6)

And with a null stress-energy tensor, 7,, = 0, the equation becomes the gravitational
wave equation:

Oh/ =0 (1.7)

This equation first derived by Einstein [1|[2][3] at the beginning of the 20th century
predicts the existence of perturbations in the Minkowski space that travel at the speed of
light. These are perturbations perpendicular to the direction of propagation of the waves.
Henri Poincaré previously proposed them in 1905 [1] and called them gravitational waves,
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and recently, approximately 100 years later, they have been detected for the very first
time [5].

As mentioned above, using the suitable 7T gauge to describe these perturbations allows
us to write

0 O 0 0
TT . 0 h+ h>< 0 .
b, (7) = 0 hy, —h, 0 explik - x] (1.8)
0 0 0 0

This is essentially the equation of a wave propagating in the 2 direction with dependence
on hy and hy, which are the amplitudes of the two perpendicular polarizations. As we
can see in figure 1.1, these two polarizations have a 45° difference in the direction of
perturbation.

(]5 0 i T 3_1r 2

™|
()

Figure 1.1: Result of both + and x polarizations in a ring of test particles. When we have
a phase multiple of 7, the ring maintains its spherical symmetry, but otherwise it warps
in different directions depending on the polarization (with a difference of 459), reaching
its maximum elongation at (n + 3)m. Credit: [0]

Summarizing, gravitational waves are perturbations of the spacetime itself, travelling at
the speed of light, caused by high energy processes —as we will go over in the following
section— which can be studied with two complementary polarizations.
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1.2 Gravitational waves: emission

In astrophysics, when we talk about extremely high energy processes we should imme-
diately think of extremely massive and dense objects, like black holes or neutron stars.
When a pair of this kind of objects orbit each other they generate perturbations in the
spacetime around them that start travelling in the form of waves. In fact, the peak of
intensity of a GW occurs when these two objects collide, when the release of energy is at
its maximum. This is what we call “Compact Binary Inspiral Gravitational Waves”. On
the other hand, GWs can also be the result not of two compact objects colliding, but just
orbiting each other long before merging, or even a single star rotating about its axis with
some kind of irregularity on it. Since they evolve over longer periods, these sources pro-
duce significantly weaker gravitational waves: continuous waves, the ones that we study
in this project and will be explained in detail in Chapter 2. Some other gravitational wave
emitters could be supernovae, which would cause what is called a “Burst Gravitational
Wave”, a kind of wave that we have not detected yet, or even “Stochastic Gravitational
Waves”, e.g. a cosmological background, again, not detected yet.

An important difference between this kind of waves and electromagnetic waves is that
GWs interact less with matter, so even though they are difficult to detect, they bring
us much clearer information of the sources that have produced them. Another difference
is that, in electromagnetism, radiation can be emitted by a dipole source (I = 1); only
monopolar emissions are not possible due to charge conservation. Instead, gravitational
waves only allow quadrupoles (I = 2) as the lowest multipole. Both monopoles and dipoles
are forbidden due to mass conservation and momentum conservation, respectively.

From equation 1.6 we can derive the gravitational radiation:
K T (t — |2 — 2’|, 27)

= —— | &
A |y, |7 — &

(1.9)

Which implies that the amplitude of the wave depends on the second derivative in time
of the quadrupole moment of the source:

2G .. 1
W= Tt —r/c), Tk = /P(x) [%mk - 57"25% d’w (1.10)

Being J the mass-quadrupole moment of a source with weak internal gravity, expressed
in terms of the mass density p(z). In the quadrupole formalism one can also define the
energy emission rate Low [7]:

B G /o ik
LGW—ﬁ<jjku7 > (1.11)

This has only recently been tested: it was 1974 when the existence of gravitational waves
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was indirectly proven, thanks to the discovery of a binary pulsar [8] which should emit
GWs. As a result, the astrophysics community put more and more effort into trying to
achieve the gigantic task of finding them, until on September 14, 2015, LIGO was finally
capable to detect and quantify the gravitational waves emitted by two colliding black
holes [5]. In other words, the search for GWs signals is a very modern field, but even so
we have improved a lot our techniques and capacity of detection.

1.3 Gravitational waves: detection

One of the reasons why it took so long to detect GWs is the fact that even though they
are highly energetic events, they take place at billions of light-years away, so when they
finally reach the Earth they are much weaker and hard to detect. This leads to important
detectability problems that we will go through in this section.

1.3.1 Detectors

The instruments in charge of achieving this difficult task are the so called interferometers.
Those are instruments used in many science fields that combine two laser beams to study
the interference pattern that they create. Albert Michelson in 1887 first used an interfer-
ometer with which him and Edward Morley disproved the existence of “aether” [9]. LIGO
detectors [10] have basic similarities with that first Michelson-Morley interferometer: they
have two perpendicular arms —that is why we say that they are L-shaped, as we can see
in Figure 1.2—, and a laser beam is emitted, then passes through a beam splitter and it is
reflected in one mirror at the end of each arm. After bouncing back from the two arms,
both laser beams meet each other at the central beam splitter, which makes them go to
the photodetector and form an interference pattern there. Measuring the fringes in the
photodetector one can conclude if light has travelled under the same conditions through
the different arms.

The basic idea in order to detect GWs is that when some event takes place, the space
stretches and compresses in perpendicular directions (as discussed earlier in figure 1.1),
the length of the arms change and the light beams travelling through different arms do no
longer make the same interference pattern they did under “normal” conditions. If we set
the length of the interferometers’ arms to be L and AL is the differential change between
the two arms, then the strain of an event can be easily calculated with:

AL

h
L

(1.12)

What is relevant here is that with a weak signal like the ones we aim to detect, changes in
length of the arms can be very small: 10000 times smaller than the diameter of a proton.
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Figure 1.2: Diagram of a gravitational wave interferometer. Credit: [I1]

To achieve this precision we cannot work with a simple Michelson interferometer. This
is why GW detectors are special, because they have important differences with any other
existing interferometer. With arms of 4 km of length, the LIGO detectors are the biggest
ones ever created. As has been mentioned, we need an enormous precision to detect
GWs, and the more distance the light travels, the more precision we will obtain. In fact,
4 km would not be enough if it was not for another improvement: Fabry Perot cavities.
These are made by additional mirrors placed in each arm which allow every light beam
to bounce between those mirrors and the ones at the end of each arm before merging
both beams at the center of the instrument, as mentioned before. This process increases
LIGO’s sensitivity first by building up the light, and second by increasing the distance
travelled by it.

There are other modifications of the LIGO interferometer with respect to the classic
Michelson. For example an increasing laser power (that allows the instrument to generate
sharper fringes to observe) thanks to power recycling mirrors. They also possess “signal
recycling” mirrors to enhance the signal received by the photodetector and mechanisms to
damp out vibrations from the environment that would cause noisy signals continuously.
Finally, in order to make the motion of the test masses (mirrors) equivalent to those of
free-falling ones within the local gravitational field, they have to be suspended in some
way, supporting against gravity but enabling free movement. Our interferometers contain
a pendulum suspension system for each test mass to mitigate all the seismic noise, as
discussed further down in figure 1.5.

Currently we work with two interferometers from LIGO, located at opposite sides of the
US, one in Hanford and the other in Livingston, and since 2007 one detector from Virgo
[12], in Italy. The two LIGO ones are pioneers in the gravitational wave detection project,
and they operate in coincidence to filter out local noise. Also we want preferably at least
two detectors —before the incorporation of Virgo it was only these two interferometers
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operating— to calculate better the direction and polarization of a GW by measuring the
difference between times of detection for each detector.

Figure 1.3: Operative interferometers from LIGO in Hanford (top left) and Livingston
(bottom right), Virgo in Italy (bottom left) and the most recent KAGRA in Japan (top
right). Credit: [13]

1.3.2 LVC observing runs until now

Since the first gravitational wave detection in 2015, the LSC has grown both in number
of scientists and technological capacity. But that is the result of nearly half a century
of work, since the early MIT studies on interferometers and noise estimations in 1972
[11]. The first working detectors operated for the “Initial LIGO” project, which started
in 2002 and lasted until 2010. During those years, as mentioned, a new observatory -from
the Virgo Collaboration- in Europe started working in coordination with LIGO, but no
gravitational wave signal was detected.

It was then between 2010 and 2015 when the interferometers were improved significantly
to achieve sufficient precision and sensitivity, as it is explained in detail further down.
From 2014 on, the new “Advanced LIGO” project raised the expectations of the whole
field and started with a first run, O1 in 2015-2016. Finally, on September 14th, 2015 the
first signal of gravitational waves from two colliding black holes was detected [5]. Two
more events were also detected during that periods: in October 12th, a binary black hole
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merger (not significant enough to claim an unambiguous detection) and two months later,
another binary coalescence signal, just before the end of O1 [15].

Following O1, two more runs have been done so far: O2, from December 2016 to August
2017, and O3, from April 2019 to March 2020.

During O2 not only other signals from colliding black holes were detected [10], but also
the first detection of gravitational waves from colliding neutron stars was achieved [17].

Finally, during O3, the last run to date, 39 new CBC events were catalogued only in the
first part of the run, during 6 months [15]. In addition to these new events, 8 continuous
waves related works were made, with special relevance for this project.

The first CW published paper with data from O3 was released on July 28, 2020 [19].
It had the objective of placing constraints on the GW emission from five pulsars, and
with the improved sensitivity they could look below the spindown limit of two millisecond
pulsars (meaning they spin very rapidly, typically reaching periods of some milliseconds)
for the first time.

After that, a more general search using a variation of the Hough transform [20], the “Bi-
narySkyHough” [21], was made. They tried to find CWs from unknown NSs in unknown
binary systems in the most sensitive band of the detectors [22] [23].

Two studies centered on J0537-6910 (a pulsar that we will work with in this project)
have also been done, trying to reveal why this pulsar is slowing down very rapidly —due
to the fact that it is losing energy faster than any of the other known pulsars—, [24] [25].
The last one, published in April 29, 2021, 4 months later than the previous one, tested
if the star is being spun down mainly by gravitational waves due to r-mode oscillations,
which are a kind of fluid waves that exists in rotating stars, caused by the Coriolis force.
The results excluded the possibility that this pulsar is a high mass neutron star emitting
gravitational waves due to r-modes.

Afterwards, two papers were released at the end of May and one more on July 1st, 2021.
The first of them [20] was a search for CWs from young supernova remnants (SNRs),
which covered fifteen young SNR between 100 and 10000 years old. These objects are
expected to contain NSs on their centers, with unknown frequency of rotation. The second
one [27] was focused on trying to find out if and with what strength dark photons can
couple to the interferometers, and the results indicated that it is no bigger than one part
in 1040 of the electromagnetic coupling for all ultralight masses. And the third one [28]
was a search for non-axisymmetric NSs, looking for isolated stars everywhere in the sky.

Finally, the most recent CW publication up to date was released on September 20, 2021,
and it is centered on continuous GWs from a specific category of neutron star: accreting
millisecond X-ray pulsars (AMXPs) [29]. The pulsars that receive this name feed off
another star, located nearby, and pull matter from it onto their surface, and also emit
X-ray pulses and spin at a high frequency.
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None of these studies reported any CW detection.

Returning to the general calendar of GW observation runs, more recently, and before
the COVID-19 pandemic forced the project to stop in March 2020, a new observatory in
Japan, the “Kamioka Gravitational Wave Detector” (KAGRA), joined LIGO and VIRGO

collaboration —during the second part of 03— [30], forming the LVK community.

1.3.3 Noise and sensitivity

One of the constant goals of the LVK is to increase more and more the sensitivity of the
instruments that we are using. The most important improvements are the ones made to
the interferometers themselves, as has been already mentioned in the Detectors section.
But to deeply understand why they are necessary and what we are achieving with these
improvements, we need to start understanding what is limiting our capacity of detection.

Starting from the luminosity equation in, 1.11, one can deduce the strain h of GWs
emitted from a rotating deformed NS:

2
Gel,.f? _ € I f 100pc
h=10>——2"— ~3.107% = 1.1
0 ct d 510 (10—6> (1038kgm2> <100Hz> < d (1.13)

where d is the distance to the neutron star, f is the frequency of GWs and I, is the
principal moment of inertia. The ellipticity, €, is given by
|Im — ]yy|

= e wl 1.14
€ T (1.14)

Typical maximum strains for compact binaries (CBs) are of the order of 107!, so it is
easy to see how the instruments must be very sensitive in order to observe them.

In other words, any event with a typical strain not greater than 1072! causes a displace-
ment in the LIGO detectors of less than 107'® meters: it would be impossible to detect
any of the signals without a huge instrumental sensitivity.

The biggest enemy of the interferometers in order to precisely detect and quantify gravi-
tational waves is noise. We define the Power Spectral Density (PSD) in order to quantify
all kind of noise with one single function. We assume that the noise is white or coloured
Gaussian —as will be shown next— and also stationary over a limited time:

(I« (F)) = 3607~ £15,() (1.15)

where 5, is the one-sided PSD, only relative to the positive frequencies, with units of in-
verse frequency. But the most commonly used variable is the Amplitude Spectral Density
(ASD), or the square root of S,,.
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Figure 1.4: Livingston (left) and Hanford (right) amplitude spectral densities for the last
two runs, Ol and O2. Credit: [31]

In figure 1.4 one can appreciate the typical shape of the LIGO sensitivity curve -ASD-,
very similar for both Livingston and Hanford interferometers.

Noise can appear as a result of instrumental

vibrations, or natural seismic movements, AdvLIGO Noise Curve: P, = 125.0 W
even thermal and quantum fluctuations, af-
fecting different ranges of frequencies. In
fact, the reason why the ASD and PSD
curves have this typical shape is only due
to the fact that each mechanism affects the
sensitivity of the interferometers at differ-
ent frequencies. For example, seismic and
thermal noise dominate at low frequencies.

The former is caused by inevitable ground > ”
vibration, only mitigated by the multistage Frequency [Hz] LIGO-T070247
seismic isolation system, and the latter is

caused by the motion of the center of mass of  Figure 1.5: Different contributors to detec-
the test mass driven by thermal fluctuations, tor noise depending on frequency. Credit:
and acquires more importance at higher fre- [32]

quencies. On the other hand, from 20 or 30

Hz on, coating brownian noise and specially

quantum noise, dominate the curve. In fact, at high frequencies —1000 Hz— quantum
fluctuations of light are nearly the only kind of noise that survives. And no matter how
sophisticated the interferometer could be, it will always present quantum noise issues.

= | === Quantum noise
== Seismic noise

Gravity Gradients

 — | === Suspension thermal noise

== Coating Brownian noise
Coating Thermo-optic noise’|
Substrate Brownian noise |
Excess Gas il

L _ | == Total noise
7

i L
2 3

Besides these noise contributors one should not forget that there are also many other
noisy vibrations in the surroundings, either for natural causes or due to human activity.
For that reason interferometers should ideally be built as far away from civilization as
possible and in seismically stable regions.
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Figure 1.6: Sensitivity of LIGO and Virgo detectors. Credits: [33] [34]

Moreover, comparing the strain of the typical events we aim to detect, we can observe the
importance of the improvement of the sensitivity of the detectors -shown in figure 1.6a-.

Another final topic we will go over in this section is the existence of typical spectral
disturbances that we call lines. Lines are these peaks one can see in figure 1.4 or figure
1.6b, caused by instrumental artifacts. Many of them have known origin. For example, for
the US detectors, at 60n Hz, typical lines always show up, as well as the lines that appear
at 50 Hz harmonics in the Virgo detector, due to the frequencies of AC transmission in
the US and in Europe. There are also what is called violin lines and calibration lines.
Violin lines are caused by the excitation of suspended mirrors due to thermal reasons, and
calibration lines are inserted on purpose by moving the mirrors at the end of the detectors
arms to calibrate the instrument. Those line are different depending on the detector.

Finally, there are some other lines the origin of which is not yet well understood. For
example, looking at figure 1.4 is pretty easy to see how a high number of unknown lines
disappeared from O1 run to O2.

Summarizing, gravitational waves are extremely weak and require an enormous precision
of the detectors in order to be studied. There are also several issues that lead to noise in
the interferometers, so they are in constant update to achieve sufficient precision for our
purposes.

In fact, gravitational waves produced by a single spinning neutron star are the weakest,
not detected, events so far, more than those caused by a Compact Binary Coalescence.
In figure 1.7 a comparison between the typical strain of some classical expected source
types and the sensitivity curve of the detectors show how, if we want to detect GWs
emitted by a pulsar, we could in principle do it now with any of the LIGO-Virgo-Kagra
interferometers, but not with the original LIGO and Virgo ones from the initial run. This
shows us the importance of the characterization of the noise, briefly shown in this section.
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Figure 1.7: Characteristic ASD for different detectors with typical strain of different
events. Credit: [37]

In chapter 2 we will go through this particular kind of waves in more detail.

1.3.4 Matched filters

As we will discuss in further sections, the process of detecting any type of signal requires
often the ability of differentiating unknown and undesired noise from the clean signal we
are looking for. For this purpose, matched filters are commonly used in a huge number
of applications, such as the analysis of signals of radars and sonars (for the study of some
signal that has been sent and is reflected black), digital communications, image processing
and, of course, gravitational waves astronomy. In this section we will discuss the general
idea behind these filters following the notation of [30], in order to later apply it to GWs.

Matched filters work by correlating the known signal —or template— with the measured
data, in order to detect the presence of that template. It is the same as a convolution
process (a operation that produces, from two given functions, a third one that expresses
how the shape of one is modified by the other) between the noise and the template.
Specifically, a filter matched to a physical waveform s(t), with arbitrary constants k and
A, is:

(1) = ks(A —7) (1.16)

This is, taking the original signal s(t), reversing it to obtain s(—7), then delaying it by
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Figure 1.8: Basic idea of a matched-filter process. Credit: [30]

A seconds to get s(A — 7) and finally multiplying its amplitude by a k factor. Then, the
transfer function of a matched filter is the Fourier transform of this last impulse response

[30]:

H(j2rf) = / h(r)e > dr = & / S(A— 1)y =

—00 —0o0

:keﬂ”m/ s(r)e??™ ™ dr' (1.17)

[e.9]

Defining 7" = A — 7. Taking into account that

S(janf) = / s(t)e-2imSt gy (1.18)
Then we find the relation
H(j2nf) = kS(—j2r f)e 2™A = |S*(j2r f)e 2™/ (1.19)

So the transfer function is equivalent to the complex conjugate of the spectrum of the
clean signal to which we are matching.

To finish with this introduction on matched filters, we can take a look at how the process is
described in [36] and consider the scheme of figure 1.8. We have a signal x(t), constructed
from the sum of the clean signal s(¢) and a white noise signal n(t). Once this final
waveform has passed through the matched filter, we have an output y(t), which may be
resolved into two components:

y(t) = ys(t) + yn(t) (1.20)
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with the contribution of only s(¢) in the first component and only n(t) in the second. The
component of this output response function corresponding to s(t) is

ys(t) = /OO h(T)s(t — 7)dr = /OO s(—7)s(t — T)dr (1.21)

[e.o] —00

since h(7) = s(—7), as can be seen in the figure above.

All this process will be revisited and explained in detail for the particular case of CWs in
chapter 3, with the corresponding adapted notation.



Chapter 2

Neutron stars and continuous waves

2.1 Characterization of neutron stars

2.1.1 General characteristics

With radius not much greater than 10 km and around 1.4 solar masses, neutron stars
are the densest material objects in the universe, only surpassed by black holes. They
were first proposed by Walter Baade and Fritz Zwicky in December 1933 [37], only one
year and a half after the discovery of neutrons [38]. The other big discovery related to
these stellar objects was made by Jocelyn Bell Burnell and Antony Hewish, when they
discovered pulsars in 1967 [39]. As it is explained below, pulsars are the result of this
kind of stars emitting electromagnetic radiation.

Neutron stars are the remnants of a main-sequence star with more than 8 times the mass
of the sun. When that star has exhausted all its nuclear fuel, the core becomes iron-rich
and more mass is accumulated there, until the Chandrasekhar limit is exceeded. When
this happens, temperatures start increasing enormously and it begins a process of neutron
formation via electron capture: that is why they are called neutron stars [10].

pT+e —wn+r, (2.1)

Besides the formation of neutrons in the star’s core, this process also creates a flood of
neutrinos, which oppose to the infalling envelope, resulting in a supernova and leaving
the neutron star on its center. Also, this remnant could become a black hole if it had
sufficiently high mass (more than approximately 3 solar masses).

At the end, these objects have typically between 1.1 My and 2.16 My, [11]. Once they
have been formed their temperature reaches its maximum and start to decrease very
rapidly during the first years of existence, due to the high amount of energy released by
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the neutrinos they emit. Once formed, their typical temperature is about 10! or 102 K,
while after a few years it has decreased to “just” 10° K. Their densities, as mentioned
before, are the most characteristic property of these stellar objects: they can reach orders
up to 107 kg/m? on its center. Another interesting fact is their intense magnetic field,
which can also reach incredible values: nearly 10! tesla.

The surface of a neutron star is expected to be made of ordinary atomic nuclei —possibly
iron— crushed into a solid lattice with electrons moving between them. But it could be
possible that in fact iron and other heavy elements sink beneath the surface, and the
nuclei could be basically helium and hydrogen. It is believed that they have a very thin
“atmosphere”, of about only some micrometres, highly related to the star’s magnetic field

[42].

As one goes deeply inside a NS, an increasing numbers of neutrons can be found in the
nuclei, which are stable because they are subjected to enormous pressures which prevent
the nuclei decay. But at increasing depths, free neutrons coming from nuclei —due to
neutron drip— are more present, so there we could find nuclei, free electrons and free
neutrons.

Some aspects of the interior of these objects remain still unknown, like the composition of
the superdense matter in their core. One theory describes the core as superfluid neutron-
degenerate matter, principally neutrons, with some protons and electrons, but it can be
possible that matter takes other forms, like degenerate strange matter, matter containing
high-energy pions and kaons in addition to neutrons or ultra-dense quark-degenerate
matter [43].

A highly relevant property of these objects is that, while being created, when the men-
tioned supernova takes place, the resulting neutron star maintains its angular momentum,
but now it has significantly less mass than before, so the moment of inertia also decreases
and the resulting object spins a lot faster than before. In other words, these are titanic ob-
jects spinning at an enormous frequency, inevitably perturbing space-time and, possibly,
as we will discuss later, emitting gravitational waves.

2.1.2 Population

About 3,000 known neutron stars have been catalogued in the Milky Way and nearby
galaxies so far, but it is believed that there are around the order of 10® [11]. The most
common way to identify these objects is by detecting pulsar emission, so the majority
of these 3000 neutron stars are pulsars. In fact, neutron stars with more than 1 million
years of life, approximately, are not longer detectable as pulsars with current technology,
so they could only be detected through black body radiation and gravitational effects on
other stars.

Besides pulsars, there is another kind of neutron stars: magnetars. These are stars with
a very strong magnetic field (commonly between 10° and 10* T) and with low frequency
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of rotation in comparison with the majority of pulsars. They emit burst of X-rays and
gamma rays, and they can be harder to detect than pulsars. Actually, only 24 magnetars
have been catalogued so far, with 6 more candidates not yet confirmed. On the other hand,
pulsars emit electromagnetic radiation which can be easily detected as long as it points
to the Earth, and, in opposition to magnetars, they have usually shorter periods. These
periods are sometimes useful in different applications. For example, in 1984, not long after
being observed for the first time, some pulsars had a more accurate period than atomic
clocks [15], even though this can not be extrapolated to pulsars in general [16]. Also, some
stars can be considered both magnetars and pulsars. This happens when the extremely
intense magnetic field of a magnetar decays and provides it the electromagnetic power
needed to emit radiation. There are only 6 known neutron stars considered magnetars
and pulsars.
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Figure 2.1: Neutron stars population, period derivative vs period. This figure includes
all kinds of NS (pulsars -PSR— and Magnetars [17]) as well as lines of constant magnetic
field and age. The red circles are targets of interests for the study from where this image
is taken, and the nearby/young pulsars are blue five-pointed stars. Credits: [15]

In figure 2.1 we can appreciate the properties of the different kinds of neutron stars
mentioned above. Magnetars appear in the top right corner as they have the strongest
magnetic fields of the whole set, and they have also high period P and period derivative
P. Note that not all the catalogued neutron stars appear in this figure, just the ones with
P > 0.1, i.e, stars that rotate a maximum of 10 times per second. Pulsars with higher
frequency are mainly from binary systems —two stars orbiting each other—, and with high
probability they are “recycled”: first-born neutron stars that are spun up by accreting
matter and angular momentum from the other star of the binary [19].
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This particular figure shows the distribution of neutron stars in terms of its period of
rotation and its period first derivative, which is a consequence of energy loss through
mainly electromagnetic emission. Since pulsars are constantly emitting not only electro-
magnetic, but possibly also gravitational radiation, they slow down over time. But in
order to quantify this phenomenon, from now on we will use the pulsar frequency f and
derivative f.

But even though we expect pulsars to decrease their rotational frequency, they sometimes
suffer a particular and interesting change: a sudden increase of their frequency of rotation,
before starting a relaxation phase during which it returns to a value closer to the original
frequency. We call these events “glitches”, a process that could also lead to GWs emission.

2.2 Pulsar glitches

In sections 2.1.1 we have gone through some model of the interior of a neutron stars. As
we can see in figure 2.2 we are still trying to fully characterize the interior of these stars,
but we have some notions that help us understanding why pulsars suffer these sudden
increases of their rotational frequency we call glitches. Specifically, the outer and inner
crust provide us some information for this purpose.

ATMOSPHERE
HYDROGEN, HELIUM, CARBON

OUTER CRUST
IONS, ELECTRONS

INNER CRUST
IONS, SUPERFLUID NEUTRONS

OUTER CORE

SUPERCONDUCTING PROTONS

INNER CORE
UNKNOWN

Figure 2.2: Interior of a neutron star. Credits: [50]

The inner crust, as already explained, is made of superfluid neutrons among others, and
rotates at an angular velocity 2g. On the other hand, the outer layer, with angular
velocity €2, slows down over time. This velocity is proportional to the frequency at which
we observe the pulses, associated with the magnetic field of the star. We can then define
the difference between the two rotating velocities for the two different layers:
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AQ = Qg — 0 (2.2)

It is believed that when this A2 reaches some critical value, an instability takes place and
part of the angular velocity of the inner crust is transferred to the outer crust. This way,
the angular velocity associated to the frequency of observation of the pulses, {2 increases
and we detect a glitch.

When one of these events take place we can always differentiate two parts. First, the
secular spin-down (represented by the lower dashed lines in the figure below) and second,
the glitch itself. We can quantify the total change in frequency Af(t,), which is the
sum of the transient part Af; and the permanent part Afp (in the figure below every
frequency related parameter is refered to with v instead of f). Moreover, the changes in
the frequency derivative at different orders should be considered as well.

v(t) 4

tg
Figure 2.3: Simple representation of the effect of a glitch on the frequency of rotation
v(t) of a neutron star. Here the change in first time derivative Arp has been set to zero.

Credit: [51]

Another plausible scenario for the generation of GWs in neutron stars are starquakes. A
starquake takes place when the crust of a neutron star undergoes a sudden adjustment
caused by huge stresses in the surface of the star. In essence, this event consists of cracking
the NS’s crust, which alters the stellar axial symmetry by creating a non-null ellipticity.
All this process can lead also to gravitational waves emission [52] [53].

These processes can lead commonly to an abrupt change in quadrupole moment of the
star, which is expected if gravitational waves are emitted. These GWs would be from a
particular kind: long duration transient continuous waves. But before digging into that,
we will go first through some more general introduction of continuous waves.
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2.3 Continuous waves

Those gravitational waves which are emitted constantly and present an approximately
fixed frequency are called “continuous waves”. Logically, they can be differentiated from
transient gravitational waves, which are produced during a limited time, typically from
two compact objects colliding. Moreover, this last type of waves are more catastrophic and
easier to detect: when two objects with the characteristic gigantic masses and densities of
a black hole or a neutron star collide, the amplitude of the generated gravitational waves
is much greater.

The case of a single rotating pulsar is pretty different. When it presents some irregularity
on its surface —this is, when it does not have perfect spherical or axisymmetric shape, but
has some deformity on a particular place, like a mountain— it suffers a variation of the
mass quadrupole. In fact this could also be due to an inconsistency between the pulsar’s
magnetic field and its rotation axis. Consequently, gravitational waves are generated: as
mentioned, we expect a weaker wave, constant in time, instead of a short, more intense
signal.

Another system causing continuous waves is one with two compact objects in orbital
motion but at sufficiently large distance, so long before the merge. This would lead to
GWs at a particular frequency range that we can not cover nowadays with our current
detectors, but we expect to be able to do it in the future, with the new generation
detectors, like the Laser Interferometer Space Antenna (LISA) [54].

A relevant characteristic of these waves

99.9945 A
is that they actually will not be de-
tected as a constant frequency wave over N 99.9944 4
time, and this is consequence of two =
facts. First of all, the neutron star is los- 3 -1 05 0.0 0. 1.0
ing energy as it is emitting electromag- i Time / days /
netic radiation and, possibly, gravita- S 100.005 1
tional waves (we have gone through this % 100.000 4
at the beginning of the chapter). This Z 66,605 |
loss of energy directly causes the star it- 2 0 0 %
self to slow down. The second reason is g \Time/ days /
related to the detectors on Earth. As the § 100.02 A
Earth is moving with respect to the neu- 5 100,00 - M
tron star (rotating around its own axis '
and also orbiting the Sun), the frequency 99.98 - . . .
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varies significantly due to the Doppler
effect. Figure 2.4: Long-term frequency evolution of a

_ continuous wave. Credit: [55]
In figure 2.4 one can appreciate the way

the wave is modulated given these ef-
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fects. In the top panel, in blue, the change in frequency of the signal due to the rotation
of the Earth can be appreciated; the second panel in red shows the variations during
a whole year, consequence of the Earth’s motion around the Sun; and in yellow in the
bottom panel one can see the slow down of the star, which makes the signal also decrease.

2.3.1 Frequency of a CW

That frequency of a particular continuous wave depending on 7, the proper time, is given
by [50]:

1 dUns(r) 1 d Ny  fis
frs(7) 2r  dr omdr \ - W% (k+ 1)!T g K (23)

Here, f&q is the derivative of the frequency at order k evaluated at 7 = 0. To find the
frequency we expect to detect at the interferometer, we should go first from the frame of
the source to the Solar System Baricenter (SSB) and finally from there to the detector’s
frame. Now, if the star is moving linearly and uniformly with respect to the SSB, this is:

r
rns(t) = rong + vnshy, (t + zo) (2.4)

Here, n, = vxs/vns and vns = |[vns|, where vyg is the velocity vector of the neutron star.
Also, with rg = |rxs(t = —rg/c)| and ng = rnys(t = —r¢/c) /1o, one can show that there is
the following relation between the coordinate time ¢’ at the moment of emission, the time
when the phase was observed at the SSB ¢ and the proper time 7:

t/
T:,/l—ﬁl%s(t%r—;) , t:t’+’rLc(>’ (2.5)

with fng = vng/c.
So the phase from both SSB frame and NS frame are linked as:

Ussp(t) = Uns(T(t)) (2.6)

Now we can derive the frequency observed at the SSB from the corresponding phase Wggp
analogously to equation 2.3:

1 d¥ssp(tssp) 1 d ~_ Y S —f(k)
peey = L @Wssn(tssn) 1 NI S AR th
fSSB( SSB) o dtssn o dissn 0o+ szzo (k:—i— 1)! SSB ar Ll SSB
(2.7)
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Finally, the frequency at the detector frame is:

7(0) = fssnlt) <1 i M) (2.8)

C

With ¢ the velocity of the detector relative to the SSB, 7 the sky position of the star
relative to the detector, and introducing the relation between the time of the detector,
t and tggg depending on A7 = 1 — 14, the displacement of the detector from the initial
position:

Ar(t) - fi(t)

tosp =t — to + (2.9)

2.3.2 Amplitude of a CW

We have already talked about the strain of a gravitational wave in the first chapter; it
can be easily described as:

hi(T) = A4 (7) cos ®(T) (2.10)

hy (1) = Ay (7) sin ®(7) (2.11)

And for the case of continuous waves, these two amplitudes are:

1
Ay = §h0(1 + cos? 1) (2.12)

Ay = hgcost (2.13)

As we can see, the amplitude is proportional to an overall constant factor hg, the physical
meaning of which will be introduced later, but it also depends on the angle between the
axis of rotation of the star and the vector of its direction towards the detector, ¢.

2.4 Long duration transient GWs

Some gravitational waves, and in particular, the ones we try to study in this project, have
properties that lie somewhere between transient waves and truly continuous waves. These
waves are not continuous for infinite time, but they are surely not transient waves —much
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more brief, from the order of milliseconds—. This is the reason why we talk about long
duration transient continuous waves.

Transient continuous waves can be produced by different kinds of sources. For example,
from newborn, rapidly evolving NSs produced in supernova explosions or binary neutron
star (BNS) mergers [57] [58], or from the already stated glitches, on a mature NS.

The model we use for the general frequency evolution of a (possibly glitching) pulsar is

f(t) = fTaylor<t> + fglitch<t> (214)

If no glitch is observed for a particular pulsar, then only the first term for the long-time
spindown evolution is relevant:

o t_ ) (2.15)

f Taylor Z f

with a reference time Ti; and up to N frequency derivatives f*) (also denoted in this
work with f, f and f etc. for the successive derivatives). Each GW search method can
typically address up to a different maximum of frequency orders N. For example, the
code used in the present work can analyse up until f.

For glitching pulsars, the additional term is

A k
fglitch(ﬂ = @(t — Tgl) Z f (k' gl) + (SfRe_(t_Tgl)/TR (216)

k=0

with multiple such terms for repeating glitches. In this expression, O(z) is the Heaviside
step function, Ty is the glitch time, A fg(lk ) with M < N are the permanent jumps in the
frequency and its derivatives at order k, J fg is the part of the frequency jump that relaxes
back, and 7R is the relaxation time, which is not necessarily observed for all glitches. The
glitch term is typically a small correction on top of frayior(?).

In previous sections we have seen the mathematical description of the strain of a contin-
uous wave, in equations 2.10 and 2.11. These are the two polarizations of the incoming
signal, but the GW signal received by the detector is not the same:

B(t) = Fy(ts ) (£) + Fx (b ) (1), (2.17)

where F ,(t;n,) is the detector response at time ¢ to + and x polarized gravitational
waves from direction n with polarization angle ¢ [56].
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The amplitude has already been stated in a sec-
tion 2.3.2. However, as equation 2.14 is written
in the source frame, there is a timing correction
for the signal received at the detector. One first
thing to take into acount is proper motion of
the star. Proper motion is the observed change
in position in the sky of an astronomical object
seen from the center of mass of the Solar Sys-
tem. It is characterized with right ascension and
declination parameters, and it has dimensions of
angle per time (arcseconds per year). But in this
case, proper motions between the pulsar and the
solar system can usually be ignored [60], and in
this analysis we do not cover sources in binary
orbits as in [22], for example, but the correc-
tion between solar system barycenter and detec-

Source

Figure 2.5: Scheme of different frames,
including ¢ angle between the source
frame and the detector frame. Credit:

[59]

tor frame, already discussed, is a crucial part of the analysis methods described in the

following sections.



Chapter 3

Search method

To perform the search, we need to start from some known parameters for the different
targets. This is the reason why we use electromagnetic ephemerides, because they provide
us a good estimation of the gravitational wave signal we aim to detect. In other words, if
we know how fast are pulsars rotating (by detecting from the Earth the electromagnetic
beam they emit), then we expect GWs to present a frequency related to that rotational
frequency we can estimate. In particular, considering a rigid rotation of the star —the
standard model- we expect the gravitational signal to present a frequency twice the
rotation frequency, but sometimes it can also be expected at the same frequency, for
example when the star is precessing, or even at other ratios, for some fluid modes, like
the r-mode.

In this work we perform a “narrow-band” search, which means that we fix the phase-
evolution parameters of the signal: the sky position and the frequency, as well as its
derivatives, or spindowns; but, instead of using a particular values from an electromag-
netic ephemerides, like in “targeted searches”, we allow some uncertainty in those fre-
quency and spindown values, around the electromagnetically determined ones. We are
considering that the electromagnetic ephemerides might not be perfectly accurate and
also, a frequency mismatch could exist due to physical reasons. Moreover, it is quite pos-
sible that a particular GW signal is coming from deeper inside the neutron star than the
electromagnetic emission, so this would be another reason for the EM and GW frequencies
not being perfectly related. For a nominal emission frequency f&;;, this mismatch can be
parameterized defining

Afaw = 5f8w (3.1)

and thus we will search in the following range:

25
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1 1
faw € | fow — §AfGW7 fow + §Awa (3.2)

If the neutron star is freely-precessing, A will be proportional to the angle between the
symmetry axis and the star rotation axis. The order of magnitude of delta should be
around 107 in order to accommodate the different astrophysical models [61].

In this context, different pipelines can be used to perform the searches. The LVK paper
that this work is part of [02] uses three different pipelines: the narrow-band 5n-vector
search —a mature pipeline used in both O1 and O2 data—, a new narrow-band search
pipeline using the F-statistic, both for continuous waves, and a transient version of the
last one, again using the F-statistic but also the B-statistic. Even though, in the present
work we will use exclusively this last method.

3.1 CW model and search methods

In the current section we will explain the two previously mentioned processes to detect
continuous waves —the bn-vector search and the F-statistic—, different from many others
also used in CW searches, like the targeted and the all-sky searches. After that, we will
focus on the particular model for transient continuous waves, where the B-statistic will
be also discussed.

Our CW signal model depends on two sets of parameters, the frequency-evolution param-
eters A = {f® «a,d} and the amplitude parameters A = {hg,cost, 1, ¢o}. The search
method for the long-duration transient CWs, explained below in the next section, is quite
similar to the standard CW model, but with a window function in time and some additions
and differences.

But before going with that, we will briefly introduce the fully coherent 5n-vector and
F-statistic pipelines, which is necessary to understand the transient JF-statistic and B-
statistic methods that we use here. These two first methods are used in the project of
which this work is part, based on a search over a narrow range of gravitational wave
frequencies and spindowns centered on the central estimated values from the source
ephemerides.

3.1.1 5n-vector narrow-band pipeline

The 5n-vector narrowband pipeline is a method explained in detail in [63]. It is based
on the 5n-vector method, described in [(4][65] in order to search for CWs in a narrow
frequency and spindown range around the source ephemerides.
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The method uses correlated data from the detectors to first build a collection of 1024 s
long Fast Fourier Transforms (FFTs). Then the first cleaning step is performed: in the
time domain the undesired short-duration disturbances that can affect these FFTs are
supressed [66]. Then, a narrow frequency band around the expected GW frequency and
first order spindown —f and ff is extracted for each target. For this purpose one has to
take into account the CW modulations that will be later applied in the search, so this
narrow band has to be sufficiently large.

Afterwards, and again for each particular target, the Doppler modulation in the time
domain due to the relative movement between frames has to be corrected. The procedure
requires using a non-uniform downsampling to just 1Hz. With this time-series, two
matched filters, one for each polarization of the wave can be used and construct this way
a complete detection statistic S, combining coherently the matched filter results from all
detectors [03] for each template in the f and f space. This mentioned detection statistic
is defined as

S = [Hy | A" + [Hy [ Ax ], (3.3)

where A, /. are the the Fourier components of F,,.(t;n,7) = 0) and H, /. are GW
amplitude estimators built from the data Fourier components and A, . For the size of
the template bank bins, only the time-series duration has to be taken into account: on
the one hand, its size in frequency is just the inverse of the time-series duration and on
the other, the spindown bin size is given by the square inverse of that duration. At the
end, among all the values of the spindown that have been considered, the local maximum
of a detection statistic in every 10~* Hz band has to be selected.

3.1.2 F-statistic method

A commonly used method in continuous waves detection is what is known as F-statistic,
first derived in [56]. Following the steps of [07] and [08], with the observed data z, we
want to decide between two hypotheses: Hq is the hypothesis that the observed data
consists only of Gaussian stationary noise (we split the data into SFT bands, as will be
explained later, and we assume in each band the noise is stationary), while H;s suppose
that the data contains also a transient CW signal h(t,#). We can define the likelihood
for the data x in the Gaussian noise case P(z|H¢) and the likelihood of having a signal,

P(Z”Htg)i

He :x(t) =n(t) — P(z|Hg) = ke 2wl (3.4)

His : x(t) = n(t) + h(t; A, N) — P(x|Hes) =
= ke 2@ MAN=hA) = P(g|q)e lh) =g A (hulh) A (3 5)
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With the scalar product defined as:

() = 3 5 |« o (3.

Once we know these quantities we can then compute the likelihood ratio A(z,8) and the
log likelihood ratio —this is analogous to the matched-filter formulation we have seen in
section 1.3.4 for extracting a signal s = h(t,0) from data x:

Az, 0) = % (3.7)
log Az, 0) = (xs) — %<s|s> — A, (\) — %A“MW(A)A” (3.8)

with
2.(N) = Ze<xxlh§> . M, = <£ZM ;Zy> (3.9)

and proceed with the maximum-likelihood approach for the amplitude, which consists on
finding a point (Af%,;) for which the derivative on amplitude vanishes:

OlogA(x, A, \)
OAH

= 2,(\) = M (VA" =0 — A%, (2, 0) = M (N2, () (3.10)

And the so-called F-statistic is the result of introducing this maximum likelihood point
into the log likelihood test statistic:

2F (z, \) = 2, M" (N)z,, (3.11)

An important consideration is that we can always define an offset as the difference between
the template parameters and the Doppler parameters of the actual signal contained in the
data (AX = XA — Ag). Then, due to this offset, we have a relative loss in the expected F-
statistic, so conveniently we use a dimensionless mismatch, depending on the mismatched
(SNR)?, p?, to quantify this loss:

_ 20~ AN

m;(A, )‘S; AA) ,02(0)

= g7 (A, N)ANAN + O(AN?) (3.12)

Where the second equality is based on the deduction that the mismatched (SNR)? is
P*(AN) = p*(0) — A*Gpuij AV AN AN 4+ O(AN?), and the F-statistic metric g} is:
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Gij(A) j (3.13)

gz‘];(Au)‘>:j: ()\)

3.1.3 Frequency-domain F-statistic pipeline for CWs

This method is based on the frequency-domain F-statistic pipeline [69] [70]. This pipeline
is used in a number of coherent and semi-coherent search strategies, including the project
that this work is contributing to [62], in which a fully coherent search over the full dataset
is performed.

As we have just seen, the F-statistic is a matched filter which is maximized over the
amplitude parameters A of the quasi-monochromatic signals. For each target the search
is done over the range of GW frequency f and spindowns f, f... with matched-filter
templates chosen using the multi-detector F-statistic metric [70], which is called through
the LALSuite program [71] 1alapps_Weave [72]. The analysis uses a set of 1800s Tukey-
windowed short Fourier transforms (SFTs) over the full data span for all three detectors,
and produces a detection statistic for each matched-filter template.

Finally, in both this and the 5n-vector narrowband pipelines, the 95% confidence level
upper limits h85% on the CW amplitude can be computed. To do that one has to inject
several simulated gravitational wave signals in each 10~* Hz sub-band. This process will
be explained in detail later.

3.2 Transient F-statistic and B-statistic

The model we use for transient CWs is not quite the same as the one for continuous
waves. In fact, when we work with general continuous waves, we use a special case of
the transient CWs model. The model, first proposed by [67] is intended for transient
CWs and takes the characteristics of a standard CW, namely a quasi-sinusoidal emission
with a well-defined, slowly varying frequency described by parameters A = {f®) «a,d},
and amplitude parameters A = {hg, cost, ¥, po}. The difference resides on the addition
of a set of transient parameters: T = {to, 7}, with ¢y the start time and 7 a duration
parameter, of the order of typically hours to months.

We can then think of a transient CW h(t,6) as a standard continuous wave, modulated
by a window function:

h(t,0) = h(t,\, A, T) = w(t, T)h(t, A, A) (3.14)

In other words, h(t, A, A) is the standard CW signal. The window function is w and it
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limits the signal in time: it turns the wave on at time ¢y, and it turns it off after its
lifetime, determined by the 7 parameter.

We can use different kinds of window functions w. Of course, the simplest and less costly is
a rectangular window. This has basically the effect of assuming the CW to exist between
times to and o + 7, without modifying it in any sense: before and after this time interval
there is no signal. But there are lots of other possible windows we could use; for example
the exponential window makes great physical sense. In our case, we are considering a
window that starts at time ¢y just like the rectangular one and decreases exponentially
until the end of the window. Since exponential functions never reach null values, it is
common to cut the signal at time 37.

Rectangular window Exponential window
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Time

Time

Figure 3.1: Rectangular and exponential windows. Credit: [73]
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Figure 3.2: Timing results for both rectangular and exponential transient windows, from
CPU and GPU implementations on various devices. Credit: [7/]

With this exponential window, one can achieve a higher signal to noise ratio (SNR) if
the true signal is also exponential [51], but is much more computationally expensive in
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comparison to the rectangular one. In fact, the maximum loss of the rectangular window
compared to the more realistic exponential-decay window has already been estimated as
acceptable [67] [75], so the rectangular is the one used in this project.

We have already gone through the
derivation of the CW F-statistic proce-
dure, which consists of maximizing over
the amplitude parameters [50], so we are
left with a statistic only dependent on
the frequency A and transient 7 parame-
ters. Now, working with transient CWs,

. T
two paths can be followed in order to find [h]
relevant points in the parameter space.

maximum over the transient parameters
(the transient F-statistic), and on the
other we can marginalize over those pa-
rameters (the B-statistic). The first one t 0 [h] F
has already been introduced, and corre-

sponds to the example of the image on )
the right: at fixed A, from all the points Figure 3.3: Example of maximum approach
in our 7, t, space we find the one with a procedure for the F-statistic. Credit: D. Keitel

On the one hand, we can search the \\

maximum value.

In order to understand the second one,

we need to begin with introducing the Bayes factor Bsi(x), which will be used to compare
the hypothesis that our data contains a transient signal H;s with the hypothesis that it
consists only of Gaussian noise Hg:

Bisa(x) = P(x|Hys) _ /A(x;H)P(9|HtS)d9 (3.15)

P(zta)  Jp

with A(z;6) the likelihood ratio introduced in section 3.1.3. But to define properly this
factor we have to introduce the prior probabilities on the parameters we marginalise over
(amplitude and transient). After some calculations one can deduce the definitive transient
Bayes factor. This is for the usual F-statistic amplitude priors and uniform priors on the
transient parameters ty and 7, with A constant.

70
Bisc(m: ) = ——— [ F@Ag0q 3.16
i56(3N) = S oA, / ¢ T (3.16)

max

Basically we calculate this factor, dependent on A, to be evaluated at each grid point and
find the highest values, using the standard statistic.
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Regardless of the method that we use, we then have to decide on a threshold, above which
we consider that there can be a candidate. This calculation is made using the Gumbel
distribution, and will be explained in the corresponding section in next chapter.

To sum up all this statistic procedure, we chose our pulsar target, of which we know its
sky coordinates: right ascension and declination are fixed parameters. Then we use a grid
of templates covering a subset of the parameter space in frequency and its derivatives (f,
f,f... ). The number of derivatives depends on if they are available in the ephemerides of
every target, and is also limited by our code (lalapps_ComputeFStatistic_v2 contained
in LALSuite [71], which can take up until f, as has been already stated. For each point
of this parameter space we then compute the transient F-statistic map by calculating
partial sums, corresponding to all the ty, 7 combinations, of the Short Fourier Transform
ingredients of the statistic. After doing so, we will pick relevant points of the parameter
space using one of the two statistics explained before. Finding clear outliers would mean
that we would have a detection candidate for these particular parameters values.

3.3 General search procedure

Here we present a summary of the general procedure, and in the next chapter we will go
through it in detail. First of all, we have to perform some data preparation steps: we split
the data into 1800s long Short-Fourier-Transforms and proceed with quality studies and
some cleaning steps. Then we set up the grid, the template bank, for which, as mentioned,
we use combinations of different frequency orders. Again, the grid dimensions depend on
the number of spindown orders we have available.

Upper limits

STEP 2

Split data Data quality Grid setup Transient F-
into 1800s studies and stat and B-stat
long S5FTs cleaning stage search run

NO
Interesting
outliers?
YES

.| \
g LI
- : Follow-up

toln)

Figure 3.4: Schematic summary of search procedure.

After that we can start running the search for each target, always being aware of the
computing costs, following the methods already stated in this chapter. Depending on
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whether there are significant outliers we can then take one of two separate paths. If there
is any detection candidate, we follow them up. In the absence of significant candidates,
we set upper limits h85% at 95% confidence for each target using the software-injection
scheme that will be explained in the next chapter. Just as an example, here an upper
limits result from a previous paper on LIGO O2 data has been included:

q 1~
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_h.\. Vela 10—24 E ‘-':-"'-02';7.__ Crab
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Lyt
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Figure 3.5: Example plot of upper limits of Vela and Crab pulsars found by [75] using
LIGO O2 data as a function of 7
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Chapter 4

Search on LIGO-Virgo O3 data

In this chapter we present the procedure we follow for our work, as well as some of the
final results we obtain. This procedure is structured in four steps.

The first step is to select suitable targets to analyse. This requires reading different pulsar
catalogues, analysing all the glitches we found during the O3 period to see how many of
them present good characteristics for our study, and —mostly to anticipate results— doing
some tests on expected indirect upper limits for all of the selected targets. At the end, as
we show below, we end up with 6 targets of interest.

In parallel, we need to prepare a good set of Short Fourier Transforms for the Han-
ford, Livingston and Virgo detectors. This process consists in generating narrow-banded
merged SFTs and then cleaning these SF'Ts.

After these preparation steps we can start the search: with some python scripts that will
be explained in the corresponding section, defining the ranges of transient parameters ¢
and 7, as well as the signal frequency model and its errors, we proceed by evaluating a
template bank. The Gumbel distribution will be used to find a threshold as a reference
to find significant candidates, after performing the search process, the one already stated
in chapter 3, which is based on the F-statistic and B-statistic.

Finally, for the targets that do not present a detection we use simulated signal injections
to calculate upper limits, to see the chances we actually have of detecting some signal
from each target.

35
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4.1 Target selection

4.1.1 Processing of catalogs

We start by reading one pulsar catalog, ATNF [70], and two glitch catalogs, ATNF [77]
and Jodrell [78], but before trying to analyse them, we clean their structure. After
downloading the raw tables from the web, we pre-process the data with python scripts to
clean up columns and change their format, for consistency. We end up with two complete
catalogues with summarized information for a high number of targets: general information
of the pulsar and also particular values for the glitches. As a starting point, we perform
a first cross-matching of the pulsars between the general catalogue and the two glitch
catalogs, by name, to make sure all of them are included in both tables.

We identify each target by its PNAME and JNAME —in particular we always use the
JNAME-. Some of the most recently discovered pulsars have only this J nomenclature,
indicating 2000.0 coordinates, with a declination including minutes (for example PSR
J1813-1749). All pulsars regardless of the moment when they were seen for the first time
have a J name that provides more precise coordinates of its location in the sky.

Regarding the glitches information, we know the glitch number (in case the same pulsar
suffered multiple glitches) and the date when each glitch took place in Modified Julian
Days (MJD) format, with its error. The MJD format is the number of days since Jan-
uary 1st, 4713 B.C. at exactly midnight (00:00:00). By definition, MJD includes a time
component expressed as a decimal, which represents some fraction of 24 hours.

We also know the relative change in frequency and first order spindown (in Hz), again
with errors. These two quantities are the result of calculating the difference in frequency
or spindown before and after the glitch and dividing by the original corresponding ones

(% and %f, respectively). These catalogues also include some other variables which are

not relevant here.

However, there are glitches from three targets that were not included in neither of these
two public catalogs, even though the pulsars themselves are of course part of the ATNF
pulsar catalog. Instead, we use directly the ephemerides provided by the NICER [79] and
UTMOST [20] [21] [82] observatories. At the end we will work with ephemerides for all
the targets, so the only difference resides on the fact that for some glitches we use them
from the start, and for others we collect information from public catalogues for the initial
target selection steps and then use complete ephemerides for the analysis. In particular,
we have two targets from the NICER observatory, J0537-6910 (further discussed in [83]
and [81]) and J1813-1749 [85], and one target from the UTMOST observatory, J1105-6107,
discussed in [30] .
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4.1.2 Analysis of promising glitches

Now we perform the actual target selection: we go through a series of analyses to decide
which targets are suitable for our study. First, we want to focus on pulsars that suffered a
glitch during the O3 period (between April 2019 and March 2020). Secondly, from these
glitches we just want to cover the ones that come from pulsars with a spin frequency over
5 Hz. That would lead to a gravitational wave frequency of 10 Hz, which we consider
as the minimum detectable (see aLIGO sensitivity curve). In the following table, all the
pulsars with glitches during the mentioned period have been included, along with their
characteristics (relative frequency change, date when they glitched and EM frequency)
and the data base from where they have been taken. Then we decide if they are apt for
our purposes:

CATALOGUE JNAME dF/F DATE (MJD) f(Hz) APT?

Jodrell J05344-2200 3.60-1078 58687.59 29.95 4
Jodrell J1737-3137  1.53-107° 58858.80 2.22 X
Jodrell J1826-1334 2.49-107° 58915.00 9.85 4
Jodrell J1838-0453 7.10-1078 58692.00 2.63 X
ATNF J0908-4913  2.17-1078 58765.06 9.37 4
ATNF J1257-1027  3.20-107° 58649.30 1.62 X
Others (NICER) J0537-6910  4.36-1077 58637.00 61.92 4
Others (NICER) J0537-6910  1.22-1077 58807.00 61.92 4
Others (NICER) J0537-6910 3.88 - 1077 58868.00 61.92 4
Others (UTMOST) J1105-6107 1.17-107° 58582.24 15.83 4
Others (NICER) J1813-1749 1.34-1077 58698.00 22.37 4

From the table one can easily differentiate between the targets of interest and the ones
that will not be taken into account, just by looking at the f(Hz) column. Moreover, the
relative frequency change (dF/F) gives us an idea of the glitch intensity.

At the end, 2 of the 5 glitches from the Jodrell catalogue that occurred during the O3
period will be included in this study: J0534+42200 —the famous Crab pulsar—, with a rela-
tively high frequency, and J1826-1334, which presents lower frequency but a considerably
greater relative frequency change. From the ATNF glitch catalogue, only two glitches
took place during the time of interest, and one of them, J0908-4913, had a high enough
frequency to be considered for this work. The “extra” glitches, the mentioned J0537-6910,
J1105-6107 and J1813-1749 presented all great characteristics for the study. The case of
J0537-6910 is of special interest, not only because it presents a huge glitch activity (it suf-
fered three glitches during the O3 period) [$7] [34], but we also have found another glitch
which happened a couple of days before the start of O3 and will be taken into account as
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well. This will be important since it will make us stake out some of the process we will
explain in the present chapter.

Figure 4.1 shows visually the process we have just explained. The intensity of every glitch
as well as the moment when they happened can be appreciated.

a) alIGO era, all pulsars b) alIGO era, fspin=5
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Figure 4.1: Relative spindown frequency against time for all the glitches detected during
the aLLIGO era.

We can observe, going from a) to b), how some targets have been eliminated and will
not be taken into account because of low spin frequency. As we have shown, there are 8
glitches from 6 different pulsars that seem suitable for our purposes: 1 unique glitch from
J1813-1749, J1105-6107, J0534+2200, J0908-4913 and J1826-1334, and 3 glitches —but in
the end, they will be 4, including the one that took place some days before O3— from
pulsar J0537-6910.

4.1.3 Glitches reanalysis

The process just stated was done at the very beginning of this work, so, being aware of
the constant updates of the catalogues, we decide to revisit all this process more than
half a year later, to see if some pulsars suffered interesting glitches. The Jodrell catalog
is the only one that present relevant changes, all listed in the following table:
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JNAME dF/F  DATE (MJD) f(Hz) APT?
J0534+42200  3.17-107% 58687.57 2095
J1737-3137  1.53-1079 58858.80 2.22 X
J1801-2304  5.00-107° 58846.00 2.40 X
J1826-1334  2.49.107° 58915.00 9.85 v
J1838-0453  7.10-1078 58692.00 2.63 X

J0726-2612 (N)  5.10-10°7 58791.00 0.29 X
J1821-1419 (N) 2.22-1077 58860.00 0.60 X
J1841-0524 (N)  5.53-1077 58724.00 2.24 X
J1845-0316 (N) 8.19-1077 58617.00 4.82 X
J1847-0130 (N)  5.67-1077 58857.79 0.15 X
J2021+3651 (N) 1.19-107 58668.00 9.64 v

From the 6 new O3 glitches in the catalog -marked with (N) after the name— only 1 came
from a pulsar with sufficiently high spin frequency: J2021+3651, with a frequency of 9.64
Hz. If we redo the same plot as before, we obtain:
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Figure 4.2: Relative spindown frequency against time for all the glitches detected during
the aLIGO era, updated version

As mentioned beforehand, the only change with respect to the first analysis in the b)
plot —the definitive one—, is the inclusion of J2021+3651 as a new candidate, even though
several new glitches appear in a). Jodrell provided an ephemeris for this target, but
the timing uncertainty of the glitch is greater than 100 days, so our conclusion is to not
consider this target for analysis anymore.

Even so, one can appreciate another glitch from the Jodrell catalogue just before the
period of interest (marked with a pink cross). This pulsar is J1801-2451, with a rotation
frequency of 8 Hz and a huge relative frequency change: 8.19-107". As well as we do with
the J0537-6910 glitch that happened in a similar moment, we first consider analysing it,
but at the end we will, again, discard this glitch, for reasons explained in the following
section.
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In conclusion, for this initial part of selecting the targets, we will study 1 glitch from
J1813-1749, J1105-6107, J0534+4-2200, J0908-4913, J1826-1334 and 4 glitches from pulsar
J0537-6910. At the end of the next subsection a table with all these glitches is included.

A recent Arecibo PALFA paper, [$8], reported the discovery of 5 glitching pulsars not yet
included in the ATNF catalog, with some glitches during O3, but they are all at far too
low frequencies (O(1-2Hz)) to be of interest for this search.

4.1.4 Indirect upper limits

Upper limits calculation is the most common way to proceed when no significant can-
didates are found in this kind of searches. But before running the search and actually
knowing if we should calculate upper limits, we can simply compare all the energy lost
during each glitch, or indirect energy upper limits, with the sensitivity in our detectors.

We can compute easily this last variable, S, —dependent on frequency—, using lalapps_
ComputePSD from the “LALSuite” package, averaging over the full run. In order to know
how likely we are to detect signals from the targets we have selected, we can analyse
and compare the different indirect energy upper limits for each target with the sensitivity
of our detectors. With upper limits above the sensitivity curve at the corresponding
frequency we could be optimistic and think that the signal emitted by that particular
pulsar could be detected. If not, then we know that even if all the energy released by
some glitch went to the emitted gravitational waves we would not be sensitive enough to
detect them.

Later on, direct upper limits are fully calculated, after running the searches and seeing
that we have not found any interesting candidates —see section 4.4—.

The indirect upper limits on the total GW energy is equivalent to a maximum strain
dependent on 7, which can be computed following [(7]:

SGI|f|

1
hy < =
0=4 23 1 f

(4.1)

As just mentioned, we have already explained the sensitivity of our detectors, but the
two curves in figure 1.4 do not take the sensitivity depth into account. This is in fact the
most natural way to characterize the sensitivity of a search [39]:

(4.2)

This parameter D tells us how deep below the detector noise curve we can expect to detect
signals, and depends on each pulsar, the setup of the template bank, and the average duty
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factor of the detectors (the fraction of time that they are taking data). D is proportional
to the square root of the duration of the signal, /7 and varies with the frequency.

Although a per-target D will be used for the final upper limits calculation, now we are
interested in a preliminary target evaluation for which we can use simply a single depth
value for all the targets, so we consider the mean of the different depth values for a set
of targets and a given 7 —we have used 10 days—. Then we modify the original sensitivity
curve dividing by this number, following the equation above. The mean of the depths D
with 7 = 10 days is 31.2646 Hz~'/2. To calculate this number we have used a particular
python wrapper that calls the Octapps library [00]. All this general process is the standard
way to calculate sensitivity estimations in F-statistic searches, following [29].

The following commandline is used to calculate the mentioned duty factors for pulsar
J1813-1749:

scripts/detchar/get _dutyfactors.py --target J1813-1749 --Tobs-days 1,2,5,
10,20,40,80,120

With the variable Tobs-days being the different values of 7 we are interested in. These
values will be differemt for the final upper limits procedure, but in the example below we
have used only 7 = 10. After that, we generate a file with the depth values, depending
on the mismatch we allow (mm) —defined previously in equation 3.12— the false dismissal
(pFD) —1 minus the upper limits confidence level- and a preliminary threshold twoFthr
(this parameter will be correctly calculated and applied during the actual search, but for
now we just need an approximate value):

/estimates/sensitivity_estimation wrapper.py --target J1813-1749 --Nglitch
1 ——mm 0.2 --pFD 0.05 --twoFthr 48

The output file is a table like this one:

Tobs (S) Nt df (Hz) mismatch pFD 2Fthr (Hz) D (Hz '/?)

86400 2 0.750 0.2 0.1 48 10.389
172800 2 0.635 0.2 0.1 48 13.524
432000 2 0.663 0.2 0.1 48 21.841
864000 2 0.712 0.2 0.1 48 32.021
1728000 2 0.682 0.2 0.1 48 44.298
3456000 2 0.700 0.2 0.1 48 63.503
6912000 2 0.524 0.2 0.1 48 77.680

10368000 2 0.518 0.2 0.1 48 94.574

Here we only take two detectors into account (Ngey = 2) because the Virgo one, with
slightly lower sensitivity, does not affect relevantly the depth factors. Also, we have
chosen a preliminary threshold for all the targets (2Fthr = 48 Hz) which will be properly
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calculated when performing the full search. Finally, the false dismissal factor has been
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set to 0.1 even though at the end it has been changed to a more rigorous 0.05.

In figure 4.3 all of the targets are below the sensitivity limit at their corresponding fre-
quency. Even so, it is interesting to take a look at the ratio between their UL and the
sensitivity of the detectors at their frequency, and on the way, summarizing the targets
that we have considered during this section for our study.
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Figure 4.3: Upper limits and sensitivity curve, for searches of duration 7 = 10 days

Here the uncertainty of all the glitch times has also been included, because it will be

relevant afterwards:

100 120

JNAME Date (MJD)  fow(Hz2) dF/F  UL/Sens
J0534+-2200 (J)  58687.500 + 0.003 59.89 3.6-1078 0.1837
J1801-2451* (J) 58564.76 £ 7 16.01 2.25-107° 0.0303
J1826-1334 (J) 58915 + 21 19.71 2.49-10°° 0.0926

J2021+3651* (J) 08668 £+ 114 19.28 1.19-107° 0.1166
J0908-4913 (A) 58765 £ 4 18.73 2.17-1078 0.0252
J0537-6910 (N) 58566 £ 5 124.05 1.49-1077 0.0333
J0537-6910 (N) 598637 £ 8 124.05  4.36-1077 0.0570
J0537-6910 (N) 08807 £ 3 124.05 1.22-1077 0.0302
J0537-6910 (N) 58868 £ 5 124.05  3.88-1077 0.0538
J1105-6107 (U) 58582 £ 2 31.64 1.17-107° 0.7279
J1813-1749 (N) 58698 + 1 44.74 1.34-1077 0.1453

The ratio between the upper limits and the sensitivity curve is below 0.2 for all the targets
except for J1105-6107, which is quite high. This means that in general we do not expect
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to detect any signal for these targets we have, but this process will be redone with the
final search setup in section 4.4.

Note that the table includes the two new targets found during the glitches reanalyses
(section 4.3.1) which are finally not taken into account. J1801-2451 happened before the
start of the period of interest, so we would only search for signals of this pulsar if it
presented promising characteristics, but instead it has one of the lowest UL/sens ratios.
The case of J2021+3651 has already been discussed: we discard this pulsar because the
uncertainty on the glitch time is 114 days, nearly the maximum signal time 7 that we are
considering in the process.

4.2 Data selection

Before we dig into the data manipulation steps, we generate a plot for the availability of
the detectors during the O3 period:
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Figure 4.4: Full O3 run availability of Hanford and Livingston detectors. The blank
period between days 180 and 210 approximately is due to a maintenance break

Afterwards, for each candidate we will generate a single particular plot like this one in
order to see if the detectors —including Virgo for most of the targets— have been collecting
data during the days of interest for that particular target.

We use “gated” data to remove loud transient artifacts [91] [92] and the 1800s Tukey-
windowed Short Fourier Transforms (SFTs) for all three detectors.

To have a consistent set of SF'Ts for all 3 detectors, they were regenerated from the original
gated frame files for the narrow band CW F-statistic search that forms part of [62], but
using the “lalapps_Makefakedata_v5” executable instead of the tool usually used for this
task, “lalapps_MakeSFTs” [71]. The reason is that the latter had trouble processing Virgo
frames.

We have initially a set of SFTs consisting of a single file per timestamp over the full
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frequency band. For our purposes we are interested in minimizing the computational
costs when reading these files, so we generate a set of narrow-banded merged SFTs with
one file per detector from per-timestamps inputs for each target. We use a script to which
we give the path to the original SFTs, the length of each of these SFTs in seconds —as
mentioned, 1800 by default—, and of course the target and IFO we are working on.

The frequency range will be automatically decided based on the specified target and a
“band” option. This is the frequency band width, to be centred on expected gravitational
wave frequency of the pulsar few at time ty = Ty — Tgierr, using an approximation to
the standard search setup and a simplified pulsar spin evolution for the central frequency.
The default band is 1 Hz, which is big enough for all the frequency bands for the searches
of order 1072 Hz.

Once this is done, the SFTs are cleaned from known instrumental lines. Those lines we
want to erase are provided by [93] for LIGO and by [94] for Virgo. For the LIGO lines,
we use initially version 1.5 of the published lists for all targets. Since a new version 1.6
was released later (and even a newer one, 1.7, in September, 2021), we repeat the cleaning
procedure to find out if we could see an improvement with the updated version on all the
targets. At the end we could only find relevant differences changing from version 1.5 to
version 1.6 with pulsar J1813-1749 (it had one additional line for each detector) so we
only reprocessed this step for this target. This will be further discussed in section 4.5.1.

The procedure of SFT cleaning is done by executing the “lalapps_SFT clean” command,
which removes the bins —at resolution 1/Tspr— corresponding to known instrumental lines
from the SFTs, and replaces them with gaussian noise, where the ASD corresponds to the
median of the surrounding bins. We use a script to which we give the path to the original
SFTs, generated in a previous step (one file per detector), and, after translating the lines
file format to the old format that “lalapps” can read with a parsing module previously
used in [23], it then removes the undesired lines.

The process is visually very intuitive. We have initial ASDs for both Hanford and Liv-
ingston detectors, which can present very huge jumps —high vertical line in the plots—. In
the case of PSR J0908-4913, as can be appreciated in figure 4.5, there are lines to clean
only in the Hanford interferometer (top left plot), while in the Livingston one there is
nothing to do: as a consequence, top right and bottom right plots are identical. After the
process, all the lines from the first detector, which are marked with orange vertical bars,
have disappeared, and in the bottom left plot we can see a much more smooth curve.
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J0908-4913 glitchl: 1254576332-1264944332 GPS (20191008-20200205)
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Figure 4.5: ASD plots for J0908-4913 before and after the cleaning lines procedure

To see it more clearly one can plot the difference between the ASD set before and after
the cleaning process, figure 4.6. While the Livingston difference curve is set to 0 for the
whole range of frequencies, the Hanford curve has an enormous peak right before 18.4 Hz
and some extra —minor— peaks at different places along the frequency domain.
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Figure 4.6: Difference between PSDs before and after the cleaning lines procedure for

both detectors
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4.3 Search setup

After selecting our targets, we collect relevant information of each of them and create
a file to store it. The general parameters we have for any target are name, ephemeris,
distance, LIGO computing cluster where the SF'Ts are stored, path to SE'Ts and path to
cleaned SFTs. Each target will also have entries with information about their glitches,
mainly when they occurred and the glitch intensity.

We create a “single source of truth” .in: file with the information about all targets that
we need, and all the scripts to process the setup procedure read the targets information
from this file. An example would be:

J0537+42200
ephem J0534+2200_no_fitwaves_fewer_spindowns.par
dist 2000
cluster ldas-grid.ligo.caltech.edu
sfts .../J05344-2200/sfts_narrowband
sfts-cleaned .../ J0534+2200/sfts_narrowband_cleaned
J0537+42200_glitchl
MJD 08687.644
MJDerr 0.003
dFbyF 1.2-10°%
dFbyFerr 1-107°
ref http://www.astronomerstelegram.org/?read=12957

Now, the main search procedure, stated in chapter 3, is based on the execution of a script
that extracts parameters of a particular target and glitch from the mentioned file and the
corresponding SF'T files and pulsar ephemeris to create condor submit files (explained in
section 4.3.5) for post-glitch searches.

One example of a commandline for running this script is:

python make_search_jobs.py --outdir /scratch/joan.moragues/

J1813-1749 rerun_oct --scriptpath /home/joan.moragues/o3glitches/scripts/
search/ --target J1813-1749 --gridType 8 --IFOs H1,L1,V1 --lalpath
/home/david.keitel/cw/03/lalsuite-strictSpindownBounds/bin/ --jobs 50
--dtau 3600 --dt0 3600 --plotSpindowns --metricMismatch 0.2

Besides the trivial parameters, such as target, glitch (only needed in cases of pulsars
with multiple glitches), user etc. the other parameters we use in this process are the
following ones. First, the detectors with which we want to perform the search (at least
one of the three H1,LL1,V1). The “jobs” option is also relevant, but will be discussed in
section 4.3.5. Then there is the “gridType” option, which can be set to 0 or 8. If it is



4.3. SEARCH SETUP 47

set to zero, we manually have to choose the steps in frequency and spindowns, and the
generated template bank is a hypercubic grid —with dimensions depending on the number
of spindowns we have— uniformly distributed along each dimension. But in general we fix
this variable to 8. This means that the steps on frequency and spindowns are calculated
with a template placement algorithm [95] which minimizes the mismatch introduced in
section 3.1.2 —chosen as 0.2 in this search—. As shown in figure 4.7, the algorithm takes
into account the ellipses corresponding to this mismatch surrounding each template in
order to fill all the area of the parameter space.

One option when performing this part of the search worth to mention is StrictSpindown-
Bounds. If we ask the script to create a grid with this option it will use only the solid-
drawn templates instead of also including the white ellipsis at the edges of the bank. The
reason why we sometimes use this option is to reduce the computational cost, especially
for those targets with f and higher spindown terms, to avoid placing too many points
outside the intended range.
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Figure 4.7: 2D parameter space with templates. Extra templates lying outside the pa-
rameter space are required in order to cover all the area. Credit: [97]

For the frequency and spindown bands we want to choose essentially the maximum be-
tween f*) uncertainty and what we call the glitch step, if they are greater than a thou-
sandth part of f®) (if not, then the band should be precisely that, f%*)/1000). f® is
twice the spin frequency or derivatives at order k extrapolated from the ephemeris epoch
to the search reference time, so the f*) uncertainty is the error on f*) including the
propagation of the glitch uncertainties. The glitch step is the difference between f®*)
before and after the glitch, including the uncertainties.

Finally we can also ask for a specific number of jobs if necessary, due to computer cost,
or leave the default 1 job per file. The frequency band will be split up if we ask for more
than 1 job to loop over those sub-bands, and each job will loop also internally over the
full f® and transient parameter ranges.
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4.3.1 Signal start times: ¢

Our general rule is to search over a range of different start times in the interval: [T} -
max(Ty e, 1 day), Ty +max(Ty en, 1 day)], so to account for the uncertainty on the time
of the glitch. Both Ty and Ty ¢ come from the .ini file and not from the ephemerides
—this is because in some cases, the EM observers gave us directly bigger uncertainties for a
particular target than the initially included in the ephemerides files—. However, depending
on the available SFTs, there can be exceptions to this rule.

For instance, in the case of glitch 5 of J0537-6910, as can be seen in figure 4.8 the interval
of start times does not overlap with the available SFTs as the glitch happened before the
start of the O3 run.

03
~ A Y
start end
2019 Apr 1 2020 Mar 27
T 71 days T 170 days I 61 days T 67 days
glitch 5 glitch 6 glitch 7 glitch 8
Mar 24 Jun 3 Nov 20 Jan 20

Figure 4.8: Timeline plot for J0537-6910. Credit: [62]

When this occurs, since we do not have data in the tq interval, we shift the start time
to the first available SF'T timestamp and set the interval band to 0: according to our
choice above, the ¢y, band should be centered on the T, so now that this condition is
not satisfied anymore, we are not interested in searching around the initial time 3. This
means that we will miss the early part of any signal starting at the glitch, but could still
have a chance to see its later part.

4.3.2 Signal duration: 7

We decide to search for transients with duration in the interval [3600 s, 120 days|. The
minimum is given by 27spr, and our code can not cover any shorter duration; and the
maximum is set by computational cost reasons, but also because typically it takes not
more than a few months for pulsars to recover after a glitch [51] [96].

However, as before, there can be exceptions. Again, taking as example the fifth glitch of
J0537-6910, as can be seen in the plot above, there are only 71 days between glitch 5 and



4.3. SEARCH SETUP 49

glitch 6, so the maximum value of the duration of the search is limited; and the same
happens for glitch 7, with only 61 days between this glitch and the next one. Finally,
for glitch 8 we can see that O3 stops before the 120 days from the glitch, so even if the
reason of the cut of the duration is for the unavailability of data, we treat this glitch’s 7
parameter similarly to glitch 5 and 7.

In these cases we simply cut the duration interval above to either [3600s, last_SET] or
[3600s, T next_glitch].

4.3.3 Frequency and spindown bands

At the beginning of the present section we have already stated how we choose our fre-
quency and spindown bands, but we can use an example plot to see it more clearly:
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Figure 4.9: Evolution of frequencies at different orders together with the candidate search
ranges of J0537-6910 sixth glitch

Focusing on the second subplot, the blue line is the evolution of the spindown —first
derivative of the frequency—, and the green and orange dotted lines outline the upper and
lower uncertainties on that spindown. The black thick vertical line is the thousandth part
of the f*) range, and the red thick vertical line is the glitch step.
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As an example we can go through the three orders of frequency shown in this plot and
determine which bands we choose as search ranges:

e Fy band (Ist subplot): We have to choose f*)/1000, which is the black range,
because the other ranges are so small, they are not even visible in the plot.

e F} band (2nd subplot): Again we choose f*)/1000. Here the red range (glitch step)
is visible, but the black one is bigger

e [ band (3rd subplot): Now we choose glitch step. In this case the red range is the
biggest one.

Regarding the calculation of the error propagation, we perform the standard Gaussian
propagation on all the frequency and spindown terms inside the spindown expression:

f(t) = fo+ fo(t — PEPOCH) + %(t — PEPOCH)? + ...

GLF2 t—T,
+O(t = Ty) | GLFO + GLFL(t — Ty) + ~——(t = Ty)* + FOD exp ( TDQZ)} (4.3)

One can understand more easily these terms by looking at figure 2.3. The GLFk terms
stand for the glitch steps at order k£ (GLFO is the total change in frequency, so the same
as Av(t,) in the mentioned figure); PEPOCH is the time when the period of the pulsar
was determined, FOD is the equivalent of Av;, the transient part, and TD is the time
that this transient part lasts. The permanent part stands for the difference between the
original frequency and the “stable” frequency after the glitch.

As for the glitch terms, the ones multiplied by the Heaviside function, we also have to
consider the errors on Ty, GLF0, GLF1, etc. But since T is inside the Heaviside function,
we cannot propagate in the proper standard Gaussian way. They are instead added to the
main extrapolation curve at the nominal T and to the envelopes at Ty £ T4 oy depending
on their sign —we account for earliest and latest expected occurrence in a conservative
way—.

With this management of the glitch term we are taking into account the uncertainties on
the Ty parameter and therefore making sure that we are searching for transients in the
most conservative interval.

J0537-6910 glitch 5 is an special case, because the glitch occurred before the first available
SFT and therefore our reference time. Another example is the case of J0908-4913, because
its glitch step is before the start of the period where we have data. In these cases we can
not consider the red range as the whole glitch step as we do in the other cases (for example,
one can see it clearly in the F1 spindown plot above), but rather just the uncertainty on
the spindowns.
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4.3.4 Evaluation of template bank and runtime estimation

All our setups use the option “gridType = 8’ which corresponds to the metric from
[70] and a template placement algorithm from [95]. The search main script, already
explained, has 2 optional parameters to generate the template bank as a separate file
more quickly (--countTemplates and --outputGrid), before running the more expensive
actual search.

Then we can visualize it with another script, which plots a “corner” of the template bank
(plotting it whole would take too long and be unnecessary). This process consists basically
of reading the “grid file” generated with the main script, and we ask it how many rows we
want to read from the template bank, and which spindowns we want to focus on, and plot
on the horizontal and vertical axes. Depending on how many spindowns we search over,
these options can be (FO,F1), (F1,F2), (F2,F3), always with order & in the x axis and k+1
in the y axis. It plots a red box which encompasses the spindown bands that we search
over, blue points all along the domain (the templates) and green crosses corresponding to
F1 values at a few fixed FO points, as one can appreciate in the following figure.

ssssssss

Figure 4.10: Example of generated grid with “gridType = 8”

Then, knowing the total number of templates as well as the width of the bands for the
transient parameters ¢ty and 7, we can make a rough estimate of the runtime in hours of
the search:

tO,Band TBand
. “ Niemp + A 4.4
5t or P (4.4)

With Niep, the number of templates (this is, the product of the number of templates for
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every frequency order) and A the atomic cost. Since we do not know this last variable,
what we do in practice is running a narrow subband and get the cost of this subrun. Then
multiplying that by the total bank size to get the actual estimated cost of the full search.

4.3.5 Running jobs via condor

Even though the transient-CW narrow-band search can be relatively cheap, we reach
sometimes millions of templates per target, which significantly increases the time it takes
for a computer to run the search.

In order to run highly expensive searches, we are interested in tools that allow us to
minimize the run time as much as possible. LIGO provides clusters for any of its projects
with thousands of cores. There, any LIGO worker can run several jobs in parallel, allowing
them to run processes of high computational costs reducing significantly the run time,
meaning the time that we have to wait to obtain he results. In particular for this project
we have used HTCondor [97], which is a scheduling system —meaning that the submitted
jobs are sent to the cluster in order of submission— to manage those jobs. At the end
we performed very cheap setups, of less than a thousand core hours each; even though
during the development of this project, for preliminary setups with lower mismatches,
some of them could have reach tens of thousands of core hours. Moreover, without the
StrictSpindownBounds option, that cost would have been multiplied by a factor of ten
or more. The final run times for the different targets will be mentioned in a summary
table at the end of the present chapter.

But managing Condor has also its difficulty. We want to avoid submitting a single, very
long job; so for each target, depending on the estimated run time, we could split the search
into different .sub condor files, each one searching over a small piece of the frequency band.

In fact, what we do is not quite this, but we follow another strategy: implement a feature
in the main script for which each condor file can contain more than one process, or jobs.
This can be done using the condor “Queue” setting. We want every individual job to
take between 1 and 2 hours maximum (they could be much longer, but due to the clusters
instability sometimes, short jobs allows us to be less worried in case they fail). For that
purpose we have to first calculate the estimated run time, and divide this number by the
time we want each job to last. For example, with 20 hours of estimated run time, if we
want jobs of only 2 hours, we need to run 10 jobs.

Before running the full search it is often convenient to perform a test with a single-job
version file. Submitting this file and testing if the job takes approximately 2 hours to
finish we can make sure that the total search will take the expected time to finish. If it
does, we run the rest of the jobs and the search is done.
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4.3.6 Determining a threshold for detection candidates

Once the search has been performed we need a way to fix a threshold on the detection
statistic over all the evaluated templates. This means that we want to estimate the
distribution of a set containing the maximum values of the whole space in order to take
into account only interesting outliers. Those are points above the expected loudest value
from pure noise. Since we do not know this distribution analytically for any template
banks, we estimate it from the distribution of the actual search results [98]. The basic
idea is to fit the distribution of the highest values from subsets (“batches”) of the search
results with the Gumbel distribution and then propagate this fit to the total template
bank size, using for this purpose a new method based on extreme value theory [99].

Named after Emil Julius Gumbel (1891-1966), based on his original papers describing it
[100], the Gumbel distribution is a useful tool to model the distribution of the maximum
of a number of samples of various distributions.

It is a particular case of the generalized extreme value distribution (also known as the
Fisher-Tippett distribution [101]), and it corresponds to this equation:

Gumbel(z; pu,0) = 1 exp [_m —r exp (_x — ,u>] (4.5)
o o

g

With p the location parameter and o the scale (both real numbers, with ¢ > 0). The
former gives us the maximum value of the distribution and the latter is directly related

with its width (the standard deviation is 1’/—%)

The process is very simple: we split the N results into a number B of equal batches,
take the maximum value of every batch and fit a Gumbel distribution to the histogram of
these highest values. But this Gumbel fit corresponds to the distribution of the loudest
candidate over n templates (being n the number of values per batch, N/B), and we want
the distribution for the loudest candidate over the total N samples, which is the same as
over B independent batches. The final distribution will be another Gumbel distribution
with parameters:

e =p+olnB | Ox =0 (4.6)

One final consideration we have do is to think of outliers from noise disturbances that do
not belong to the estimated background distribution; in other words, higher values make
the distribution appear shifted up (the threshold will be set at greater values and we
could miss a signal). To avoid this we can optionally perform a notching procedure: we
eliminate frequency bands that contain samples above a certain threshold. This process
often underestimates thresholds, so it has to be used with care, and we end up not using
it for the targets covered here, for which the distributions are sufficiently clean.

For targets with low number of samples N we can perform an extra test: off-sourcing [102].
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This consists of doing several searches with random sky locations, different from the fixed
locations of that particular target but with identical settings and on the same data, and
doing then the histogram and fit of the highest values of each run. This is equivalent to
performing the search with different data, what we expect is that the maximum value
of each random sky location runs will be similar to a set of draws from different noise
realisations. This way we can fit a Gumbel distribution to this histogram and expect to
find a similar threshold than in the other procedure.

4.4 Upper limits

4.4.1 General Procedure

The indirect upper limits calculation has been introduced in section 4.1.4, and allows us
to compare the maximum strain of a gravitational wave from a certain pulsar with the
sensitivity of the detectors. But while performing actual upper limits what we want to
do is look for what maximum strain hy could have arrived at the detectors during our
observation without us seeing a candidate instead. In other words, we want to know the
lowest strain that we cannot exclude at a given % confidence, commonly 90% or even,
as we will do in this project, 95%. In order to estimate that, we perform injections with
given hg, 7 and some other needed parameters and see what we obtain. Then we can
compare these values with both the glitch excess energy and the estimated sensitivity of
the detectors.

The general procedure mainly follows the steps of [75]. We perform software injections of
simulated signals into the same data sets as the ones used for the original searches. For a
certain set of duration times (the usual 7 parameter) which will typically span from half
a day to 120 days, we perform several injections, with varying strain hg. In particular,
we want to test different strains over the search ranges of the different frequency orders,
signal start times ¢, and over the other amplitude parameters, both distributed uniformly
and randomly.

We then perform the search in a small box in parameter space around these injected
signals; for each 7 we can compute the probability of detection Pje, which is the proba-
bility of the maximum values of the detection statistic from the injections is higher than
the threshold already determined. The result is an efficiency curve of the probability of
detection Py against injected hg. The points at the different hy can be fit with a sigmoid
function. This function takes the form

1

Sf - 1+ e—a(z—b)

(4.7)

with a and b parameters determined with the python “curve.fit” function included in
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the “scipy.optimize” package. Then we solve the curve at Py, = 95%. This h3°% is the
estimate of the required scale of the strain at which 95% of the signals are recovered above
the threshold on the detection statistic.

As a final plot we gather all the points of h85% and plot them as a function of the duration
7. An example has been already included in section 3.2, figure 3.6

4.4.2 Setup

We split up the procedure above into 3 different python scripts with 1 additional script
for the final plotting of the upper limits as a function of 7.

The first script’s purpose is to make a condor submission file, and as arguments, besides
the typical, always necessary, ones (target and glitch, detector, paths...) it needs some
other new important parameters.

To begin with, “freqband” is the frequency band (in Hz) to cover around each injection ,
in principle 0.0001 Hz; and “injtau” is the fixed duration 7 we focus on for this particular
set of injections. Also, we have to think of what strain interval we want to cover for
each case. A first estimation (EST) of where this interval should be centered at can be
computed as follows:

h
EST = ™ 4.8
depth (48)

Where h,,eqn i the harmonic mean of the median ASD values in each detector for the
target frequency band, and the estimated depths are known values. This process is anal-
ogous to the [89] method, taking into account the detector duty cycles for each target, as
mentioned in section 4.1.4. The difference resides on the fact that now the depth values
are explicitly calculated for each target, because it depends on the threshold obtained
from the search results, previously stated.

Once we have our estimate for a particular target, we then can make a first guess of where
the hy range interval of the injections should be centered. With that first approximate es-
timate, we can then specify “hOmin”, the starting strain value hg for injection; “numh0s”,
how many points in hg we want to cover; “hOstep”, step between each hy point; and
“numinj”, how many injections for each hy. We inject multiple times for better statistics,
and the bigger this number, the smaller the counting error in the sigmoid plot.

So, in summary, for this first part of the process, we determine an interval of hq all along
which we will calculate the sigmoid plot, by specifying the start point of that interval,
how many points in hy we want to cover, and the step between each point.

With a script called “make_ul_jobs.py” we generate the condor .sub with the right param-
eters to loop over, in order to then execute the upper limits. This script performs both
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the injection with “lalapps_Makefakedata_v5” and the search with “lalapps_ComputeFsta-
tistic_v2”. Therefore, two parameter set-ups have to be made: one for the injection and
one for the search.

Injection setup

As stated above, at a fixed hy amplitude value, we inject “numinj” signals, uniformly
distributed in frequency and spindowns, and randomized over the amplitude parameters.

We will inject signals into uncleaned data, and then perform cleaning with the procedure
used in section 4.2. This ensures we are treating the software injections the same as if they
had been present in the original data, and do not overestimate our detection probability
by falsely counting injections in the cleaned bands as detectable.

Search setup

For consistency, we use the same setup as the original one. However, in order to speed
things up, we decide to:

e Search over only a small frequency band (as stated above, 0.0001 Hz). The search
frequency is not centered at the injected frequency, but rather we want to use the
same grid of the template bank we used for the original search. But since we use the
“—gridType=8" option of CFSv2, we cannot reproduce the grid ourselves manually,
since the construction algorithm is internal to CFSv2, nor re-compute the grid with
the “~gridType=8" option, because this would give a different grid.

The workaround we use here is to take the “gridfile” generated as we have explained
in section 4.3.4 and then cut out the region of interest.

e As for the higher spindowns, we fix these to a single value, i.e. we do not perform a
narrow-band search on the higher spindowns for the upper limits. The fixed value
will be the closest point at each frequency point.

A third script is in charge of reading the generated injection search results. We give
manually the the column of “CFSv2” from which we want to read the results of the
detection statistic (can be “maxTwoF”, “logBstat”...). It also counts the injection whose
detection statistic is above the threshold (which we can again provide manually) and
computes the probability of detection together with its counting error for a fixed value of
hg, then loops over the different hgs we have specified and repeat these steps, to finally
obtain a sigmoid plot and fit data points with a sigmoid function. Once it has generated
the plot it solves the sigmoid function at 0.95 to obtain the desired h85% at that particular
T with error propagation.

After this steps we can run the same command for the different duration 7 of every target
and obtain the h*” for each 7.

Finally, the last script simply plots the results of the h85% at each tau, for each target,
together with the astrophysical spindown limit associated to the glitch energy.
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4.5 Results

The results of this particular project are part, as mentioned several times, of a bigger
work, [62]. Specifically, some of the outcomes presented in this section will be main
contributions to that paper.

First, our target selection procedure (in section 4.1) will be directly included in the main
article. Regarding the search setup, some versions of the spindown extrapolation has also
been performed here and included in the principal work, even though the final version
of this part is done in collaboration with other analysts. Finally, full runs for 3 of the
pulsars (J1813-1749, J1105-6107 and J0908-4913) have also been performed, but for time
availability issues, only for one of them (J1813-1749, the version included here) it will be
the definitive run.

For that reason, in this section we are going to go through the results of this particular
target of interest. Then we are going to take a look at some particular special cases which
need some different treatment, and finally we will summarize all the results in general.

4.5.1 J1813-1749 full results

This pulsar, with a frequency of rotation of 22.37 Hz (so an expected fow = 44.74 Hz)
—data provided from the NICER telescope— suffered a glitch at date 58698.00 MJD, with
a relative change in frequency of 1.34 - 10~7. It is located at 4700 pc away from the
Earth, at a = 4.7717 rad and 6 = —0.3112 rad. We only know its first order spindown,
which is —1.2863 - 1071°, and the absolute change on this spindown due to the glitch was
1.32-10713,

0 R MR

L1

va I T W T
I I I 1 I 1 I

0 20 40 60 80 100 120
T [days] from GPS=1248739218s (2019-08-02 00:00:37.000)

Figure 4.11: Availability of the three detectors for the times of interest for J1813-1749
(120 days after the glitch). One can see how the maintenance break took place during
the period of interest of this target.

Following the process described before in this chapter, the steps of cleaning the SFT's on
the ASD curves will be first shown, before going into the analysis of the frequency plots,
and the main search, consisting of the generation of the frequency grid and the evaluation
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of the detection statistics. Finally, given that no detection was achieved, we will take a
look at the upper limits.

The generation of the ASD plots for this particular target is shown in figure 4.12.
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Figure 4.12: J1813-1749 ASD plots before and after cleaning for the 3 detectors

We can easily see a huge number of lines suppressed in the Hanford detector, while only
two lines are included in the list of lines with known instrumental origin [93], and hence
considered safe to be cleaned in the Livingston detector. Finally, the Virgo PSD does not
need to be modified since no relevant lines have been detected.

Analysing this process we have found an issue, related to the different versions of the
line files. As we have gone through in section 4.2, different versions of the line files have
been tested, choosing version 1.6 for (only) this particular target. As can be appreciated
in the image, there is one line at slightly more than 44.8 Hz, marked to be cleaned, but
looking at the plot after the procedure (in the bottom left), this line is still there. What
happened is that the cleaning step was at the end performed with version 1.5, which did
not contain this particular line to clean. Seeing that this is a line considerably far away
from our frequency of interest, we decide to keep going with this set of SFTs.

Once we have cleaned the SF'Ts we can keep going into the frequency/spindown evolution
plots. For J1813-1749 we have only one order of spindown included in the ephemeris, so
we can generate two plots.
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Figure 4.13: J1813-1749 spindown plots (frequency derivatives at order 0 and 1)

The frequency plot (first subplot) shows a slowly decreasing frequency over time —even
though it seems constant at first glance—. The black band is bigger than the red one for
the uncertainty from ephemeris errors, which mean we will take f*)/1000 as a search
band. On the other hand, in the second subplot the red band is greater so for the first
order spindown we will use the propagated uncertainty for the total width of the band.
Also, the glitch step can not be seen due to the scale: the search band is much bigger
than the glitch step.
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Figure 4.14: Grid of first order spindown vs frequency, region of interest

Regarding the grid generation, given that we only have frequency and first order spindown
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available for this target, we can only create a pair of grid plots. Figure 4.14 shows the
first 1000 points of the grid. There are around 1, 2 or even 3 points outside of the box
per column, which is expected from the “gridType=8" metric, in order to cover the whole
area; since we only have one order of spindown for this target we have not used the
StricSpindownBounds option, but we are comfortable with these few extra points.

In figure 4.15 one can see, for comparison, the total search range, which contains the
whole grid with 7120630 templates, so this box has height and width the input bands
(the green box’s height is “fldotBand” and its width is “f0Band”). At this scale, the red

box from the top is so tiny one cannot appreciate it, even though it is there.
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Figure 4.15: Grid of first order spindown vs frequency, whole search range

The last step before obtaining the results is to estimate the run time. We run a single
job which takes approximately 25 minutes. Given that we will run 50 jobs, we expect a
total run time of approximately 20 hours.

Now, the main results plots are the following ones. This pair of plots is one example
of the several ones we obtain in this step. As stated before, we are working with both
F-statistic and B-statistic, and for each method we obtain a scatter plot together with
the corresponding Gumbel fit to the histogram of maximum values per batch, so the
procedure is analogous in every case.
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J1813-1749 glitch 1, 7122400 total templates
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Figure 4.16: J1813-1749 log Bys/¢ vs frequency

Here we can see the different points in the log,y Bys/¢ against the corresponding frequency.
We have used 1000 values per batch and no notching procedure has been performed (we
do not use this tool unless we obtain a bad final distribution). Not a single value is above
the threshold, which means we have not found any interesting outliers.
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Figure 4.17: Sample, Gumbel fit to maximum values and propagated fit for J1813-1749,
with B-statistic. Linear and log scale.



62 CHAPTER 4. SEARCH ON LIGO-VIRGO 03 DATA

Figure 4.17 shows the histogram of the maximum values of the statistic over batches of
1000 templates each, together with the corresponding Gumbel fit. As already discussed,
the propagated fit —here in blue— is used in order to obtain the threshold and the standard
deviation. In this case, 10.039 £ 0.551.

For this present example, the Gumbel distribution fits well the histogram. The red vertical
line, for context, is located at the maximum value of all the set. To be more confident, we
decide that we can perform this process several times and obtain the definitive Gumbel
mean and standard deviation as the median values of these processes. In our case, 10
performances have been done. The threshold with standard deviation in the scatter plot
—figure 4.16- is already the median of all the processes, but this last figure is just one
example, which can be compared with 9 other plots, very similar.

We can take a look at the other results, using the F-statistic, in figures 4.18 and 4.19

J1813-1749 glitch 1, 7122400 total templates
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Figure 4.18: J1813-1749 2F vs frequency
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Figure 4.19: Sample, Gumbel fit to maximum values and propagated fit for J1813-1749,
with F-statistic. Linear and log scale.

The Gumbel fits to the histograms are less well behaved because the F-statistic is more
sensitive to short noise fluctuations, while the marginalised B-statistic averages out better,
and hence we decide to use B-statistic as our final statistic.

Since we have not found any detection for this target, we proceed by calculating and
plotting its upper limits. We generate an individual plot for each 7 with the different
probabilities of detection depending on the strain hg of the gravitational wave. We have
chosen times from half a day up to 120 days, and, in this calculations, we are doing 50
injections at each 7 and each hg step, with a total computing cost of 31 hours. Then, the
sigmoid fit is computed and we can appreciate it fits well the behaviour of the probabilities
along the strains hy. All the plots are included in the next page.
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Figure 4.20: Probability of detection vs strain hg for all considered 7
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Fitting the curve and calculating hg5%, like any of the cases of figure 4.20 allows us

to properly plot the relation between the duration of the signal and the probability of
detection at 95% confidence. This is figure 4.21.
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Figure 4.21: 95% probability of detection vs 7 with estimated sensitivity and glitch excess
energy indirect upper limit for comparison

The ULs curve is quite similar to the estimated one —in blue-. But both curves are far
above the indirect UL from glitch excess energy in red. This means that it is physically
impossible that we could detect a signal with our current sensitivity. In the final chapter
an extra study of the upper limits for all the targets has been included, analysing a third
generation detector for comparison.

4.5.2 Preliminary J1105-6107 results

One target that needs an extra treatment is J1105-6107. This pulsar has a rotational
frequency of 15.83 Hz, which leads to a gravitational wave frequency of 31.64 Hz. The
interesting glitch that this pulsar suffered took place on 58582.24 MJD and its intensity
~in other words, the relative frequency change— was 1.17-1075. This is also an interesting
target because through the indirect upper limits that have been done in past sections
we have found a ratio between its indirect energy limits and the sensitivity curve at its
particular frequency of 0.7279, the maximum value among all the targets.

What happened with this target is that we find something strange while doing a prelimi-
nary process to determine the Gumbel mean, figure 4.20, a). There is one big line at the
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center of the frequency range which seems to be consequence of some line that was not
cleaned in the Virgo detector. The problematic line can be identified in figure 4.21, at
approximately 36.643 Hz. Even though it is not the biggest line of the PSD it seems to
be the only relevant one here.

Propagated Gumbel mean = 45.55554775174551 Propagated Gumbel mean = 45.75112973620211
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Figure 4.22: max(2F) along the range of frequencies of the J1105-6107 search, before and
after rerunning job

For this target we performed several jobs with different frequency ranges for each one, so
we decide to rerun only the particular job that contained the frequency at which we have
found the peak just excluding the Virgo detector. If we do that, as expected, that line
disappears, figure 4.20, b).
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Figure 4.23: J1105-6107 Virgo detector PSD before and after cleaning
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Now, going through the main procedure we find in the plots how the Virgo line is still
showing up, but now is quite more irrelevant, below threshold —figure 4.22—:

J1105-6107 glitch 3, 195596 total templates

—— Mean gumbel=42.966 +- 2.223, method shuffie
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Figure 4.24: max(2F) along the frequency range for J1105-6107

First we try to change some of the options for the plot (like ignoring notching, changing
the size of batches —since we have very few templates, it seems a good option to reduce
its number per batch—, among others), but we do not reach a solid conclusion. We decide
to do some diagnosis plots to see how the notching is killing some values of that Virgo

peak, figure 4.23
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Figure 4.25: Diagnosis with F-statistic. Max(2F) vs frequency
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Seeing that probably we are notching too much, the next step is to try what changes if we
manually place the threshold. After doing some tests with different threshold values and
different sizes of every batch, we conclude that the best we can do is what we obtain, for
example, in figure 4.24. In that figure, after realizing that with different values of batch
sizes and thresholds we obtain different reasonable values of the propagated mean and
standard deviation, we decide to do a last test: we run 600 independent searches with 600
random new sky locations. This way we will not see any real signal from that pulsar but
we would see the same data projected onto different templates. Taking the highest value
of each run and, again, plotting the histogram and the corresponding Gumbel fit gives us
the green histogram and fit.
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Figure 4.26: Final histograms and fits, including results from 600 random sky locations

In conclusion, given the low number of templates we have with J1105-6107, the Gumbel
fit looked a bit strange, so doing a set of off-source runs gives us more robust results.

At the end, this case —in opposition to J1813-1749— will not be included in the main paper
exactly as it is presented here, since a rerun has to be performed.
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4.5.3 Overview of the full search

In this project we have analysed 6 glitching pulsars, one of them with 4 glitches and the
rest with only 1 each. The following table summarizes the state of the search for all these
targets as of the submission of this thesis, including the number of templates and run
time (estimated —EST RT- and actual —RT— if the full search or upper limits calculation
has been performed):

Target Search ULs Templates Est RT (h) RT (h) ULs RT (h)

J0534+2200 v 4 3917139 17 15 30.6
J0537-6910 5 4 4 593911 0.03 0.18 23
J0537-6910 6 v 4 11474334 40.5 287 102
J0537-6910 7 v X 15837589 106.5 83 -

J0537-6910 8 4 X 21543992 296 190 -

J0908-4913 v v 207911 <1 0.13 9.7
J1105-6107 4 4 61497~ 0.5 0.3 36.8
J1813-1749 v 4 7120630 20 25 31
J1826-1334 v 4 22753* 1.3 0.8 44

The run times for all the targets are, at the end, very low. The most expensive target
to run is the 6th glitch of J0537-6910 with less than 300 core hours. Two of the pul-
sars, J1105-6107 and J1826-1334, have a considerably small number of templates which
indicates that it is advisable to do the off-sourcing procedure already explained in the
previous section.

At the current date, 7 of the 9 total candidates taken into account have been fully analysed
and no outliers have been found for any of them.
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Chapter 5

Conclusion and future work

Continuous waves are a particular kind of gravitational waves characterized by being
emitted continuously at a nearly fixed frequency and having typically much less amplitude
than the so-called, already detected, transient gravitational waves.

The astrophysical community has searched for continuous gravitational waves during
decades. Although their detection has been impossible for years, it seems that finally
it is getting closer, thanks to the numerous improvements in detection tools.

In this work we have shown the procedure of searching for gravitational waves produced in
events called pulsar glitches. Those are sudden increases of a pulsar’s rotation frequency
that can possibly lead to the emission of wavelike perturbations of space-time. Since these
perturbations have similar characteristics to CWs, but they last commonly less than three
months, we call these waves transient continuous waves.

We have found 6 targets of interest. These are all pulsars that suffered at least one glitch
during the O3 period of Advanced LIGO and Virgo and that present more than 5 Hz of
rotation frequency, which in our case is equivalent to 10 Hz of GW frequency, what we
consider the minimum detectable.

The search, performed with the transient F-statistic and B-statistic, has not reported
interesting outliers to follow up, but even so upper limits have been executed in order
to compare the maximum possible strain of the events with the sensitivity of the current
detectors. In some sense, we have checked how far we are to detect signals from this
events.

At the end, the results for a specific target, J1813-1749, fully described here, show how
we need more sensitivity if we want to finally measure a GW emission from a pulsar like
this one. The process performed for the rest of the targets is not included here in detail
because it has not been done exclusively by the author, and it is covered in the main
paper, to which this present project contributes.

Summarizing, we have seen how we need an improvement in sensibility in order to finally

71
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detect this kind of waves. This is a problem constantly in mind of the community, and
the state of the question is based on a strong bet for two new generation detectors: the
Einstein Telescope (ET) and LISA —already mentioned in this work—.

The ET [103], based on the morphology of the second generation interferometers currently
working, is a new generation observatory that will increase the size of the arms up to 10
km. It will also present some others improvements, like being constructed underground,
a cryogenic system, new quantum technologies to reduce the fluctuations of the light,
and a set of noise-mitigation measures to reduce perturbations from the environment,
achieving this way the most sensitive instrument for gravitational wave detection ever
created. This project is planned to start during the next decade, even though the site
where the telescope will be located is still uncertain.

On the other hand, LISA [54] will be a space based observatory, and it will consists
of three spacecrafts orbiting the Sun in a triangular configuration. The three satellites,
separated by 2.5 million km, will form a high precision interferometer that will sense
gravitational waves by analysing changes in distance between free falling test masses
inside those spacecrafts. The idea behind this project is to surpass the frequency limits of
ground based observatories, with which we are not capable of detecting signals at lower
frequencies. With LISA we will be able to take a look at bands of frequencies not observed
before, from about 0.1 mHz to 100 mHz, where the Universe is richly populated by strong
sources of gravitational waves.
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Figure 5.1: Sensitivity curve comparison between current detectors, ET, LISA and CE

(another third-generation gravitational wave observatory). Credit: [104]

If we take a look at the expected sensitivity curve for the ET [105] [106] and we compare
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it with the indirect energy upper limits we have calculated in section 4.1.4 we can see how
we would likely detect signals from the pulsars we have studied, if they glitch again with
similar parameters in the 2030s. Here we have calculated the maximum strain of each
targets with the definitive threshold for every one of them, unlike in the previous figure
we have done in that section, so the results can be slightly different.
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Figure 5.2: Sensitivity curve of LIGO detectors and future ET with indirect upper limits.

In particular, all the targets we have analysed are above the ET sensitivity curve —with
the depth factor— except J0537-6910. Here we have used the same depth factor D as we
used in the preliminary test with the Hanford and Livingston detectors. Although this
is not perfectly accurate, because the D depends on the duty factors of each detector, in
principle it should not vary too much to be relevant in this test.

With these enormous projects, some fundamental physics and cosmology questions may
be answered finally, or at least will bring us closer to that answer. The physics near
black-hole horizons, the dark matter and the dark energy are just some examples of the
questions that they will help on. More related to this work’s topic, the huge sensitivity
of both observatories could let us observe neutron-star merger and post-merger phases,
providing an unprecedented insight into the interior structure of these stellar objects.
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