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Abstract 

For more than a century it has been proposed that visceral and vasomotor changes inside the 

body influence and reflect our experience of the world. For instance, cardiac rhythms 

(heartbeats and consequent heart rate) reflect psychophysiological processes that underlie our 

cognition and affective experience. Yet, considering that we usually infer what others do and 

feel through vision, whether people can identify the most likely owner of a given bodily rhythm 

by looking at someone’s face remains unknown. To address this, we developed a novel two-

alternative forced-choice task in which 120 participants watched videos showing two people 

side by side and visual feedback from one of the individuals’ heartbeats in the centre. 

Participants’ task was to select the owner of the depicted heartbeats. Across five experiments, 

one replication, and supplementary analyses, the results show that: i) humans can judge the 

most likely owner of a given sequence of heartbeats significantly above chance levels, ii) that 

performance in such a task decreases when the visual properties of the faces are altered 

(inverted, masked, static), and iii) that the difference between the heart rates of the individuals 

portrayed in our 2AFC task seems to contribute to participants’ responses. While we did not 

disambiguate the type of information used by the participants (e.g., knowledge about 

appearance and health, visual cues from heartbeats), the current work represents the first step 

to investigate the possible ability to infer or perceive others’ cardiac rhythms. Overall, our 

novel observations and easily adaptable paradigm may generate hypotheses worth examining 

in the study of human and social cognition. 
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1. Introduction 
For over a century it has been proposed that our experiences of the world originate from responses 

in the body that accompany the perception of external events (Cannon, 1927; Craig, 2002; James, 

1884; Sherrington, 1906). While the study of what causes our phenomenological experience 

(body states, brain activity) continues to this day, recent studies have shown that perception 

and reasoning do vary as a function of internal bodily oscillations such as heartbeats (Al et al., 

2020; Babo-Rebelo et al., 2016; Galvez-pol et al., 2022; Galvez-Pol et al., 2020; Garfinkel et 

al., 2014; Grund et al., 2022; Park et al., 2014; Quadt et al., 2018; Quigley et al., 2021). In turn, 

heartbeats also vary in terms of frequency (i.e., heart rate) and strength as a function of our 

psychophysiological state (Beauchaine & Bell, 2020; Thayer et al., 2012). These findings are 

often echoed in how people refer to their internal or ‘interoceptive’ bodily states to describe 

their own experiences ("my heart skipped a beat" or "from the bottom of my heart").  

Although of considerable interest, most studies on the influence of cardiac rhythms 

upon cognition neglect levels of description beyond the individual. Yet, humans live in a highly 

social environment whereby dialectical attunement unfolds (Bolis & Schilbach, 2020). 

Namely, we signal our state and perceivers infer it (usually through exteroceptive visual 

information). Considering that we are highly social animals and that cardiac rhythms (i.e., 

heartbeats and heart rate) are both a reflection and modulator of our psychophysiological 

condition, a fundamental question is whether such important information could be inferred by 

others through vision. Accordingly, in this exploratory report we test whether people can 

identify the most likely owner of a given cardiac rhythm (i.e., a sequence of heartbeats). While 

this work does not directly inform about peoples’ ability to infer/perceive the heartbeats of 

others, it represents the first step to examine this possibility.  

 Although our report is exploratory rather than fully hypothesis-driven, the idea that 

people might be able to correctly select the owner of a given cardiac rhythm through vision is 

supported by findings in three different research fields. These findings show that transient and 

more stable aspects of facial features are associated with cardiovascular states. First, previous 

work has shown that it is possible to extract meaningful biological information from videos 

through the magnification of subtle visual cues (Lauridsen et al., 2019). Applying such a 

method has revealed small and transient variations in the redness of the face, as well as minute 

head and eye movements that are both concomitant to heartbeats (Wu et al., 2012). Second, 

studies in the social domain indicate that cardiac rhythms might play a role in socializing 

individuals and that according to their relationship and given situation, peoples’ cardiac 

rhythms may become synchronised (Ferrer & Helm, 2013; Fusaroli et al., 2016; Helm et al., 
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2018; Konvalinka et al., 2011; Palumbo et al., 2017; Prochazkova et al., 2021; Reed et al., 

2013). Third, studies in colour vision and emotion have shown that people are better at 

detecting subtle changes in colouration (e.g., redness) in faces than non-face stimuli (Tan & 

Stephen, 2013; Thorstenson et al., 2017), and that facial colour influences social and emotional 

judgments (Benitez-Quiroz et al., 2018; Thorstenson et al., 2017, 2019; Young et al., 2018), as 

well as more stable features such as others’ health and fitness (Henderson et al., 2016; Perrett 

et al., 2020). 

Taken together, the above research suggests that bodily changes, some locked to 

individual heartbeats and other concurrent to more stable cardiovascular states, could extend 

from inner to outer/superficial parts of the body. These in turn could be apprehended by others 

through vision. These studies do not imply that heartbeats can be directly perceived, but that 

others’ cardiac rhythms could be inferred through transient and more stable visual cues. The 

main and first aim of this study was to test whether human participants can correctly identify 

which of two people a cardiac rhythm was recorded from. 

 

2. Methods 
2.1 Participants 

We conducted an a priori power analysis using G*Power (Version 3.1; Faul et al., 2007) to 

determine the sample size required to detect a significant difference in performance compared 

to the chance level of 0.5. Our logic was that for any detected effect to be of behavioural/social 

significance, it should have a large effect size (d=0.8). We wanted to minimise the Type II as 

well as the Type I error rate, and therefore set the beta and alpha both at 0.05. A sample size of 

at least 23 participants was the minimal requirement for a power of 0.95 (i.e., beta .05), with 

an alpha of .05. Based on this analysis we recruited 24 participants in each experiment. 

Therefore, a total of 120 healthy (24 by 5 experiments) young adult participants (ages 18-46, 

78 women) with normal or corrected-to-normal vision were recruited through the University 

College London (UCL) Institute of Psychology subject pool. All participants gave informed 

consent, volunteered to take part in the experiment. All participants completed their 

corresponding experiments, no exclusion criteria were established prior to data analysis, and 

all datasets were included for analyses. Ethical approval for the methods and procedures was 

obtained from the UCL research ethics committee.  
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2.2 Stimuli and apparatus 

We filmed seven actors (four women) for two minutes looking straight ahead with a neutral 

expression (Fig. 1a). Each video was recorded with a high-definition camera (Panasonic HDC-

TM900) at 25fps. The camera was placed in front of the actors at an approximate distance of 

80cm and was mounted on a tripod at eye level. The videos were recorded from the shoulders 

to the top of the head. The actors were looking straight towards the camera, remaining still, 

with a neutral expression and direct gaze. Every person was filmed wearing a similar grey t-

shirt and in front of the same dark background. Offline, these 2 min video recordings were 

edited into shorter videos of 10 seconds. Those videos in which the actor was moving the head 

or looking away from the camera were deleted. For each actor, 5 videos were randomly 

selected.  

The electrocardiogram (ECG) of the actors was simultaneously recorded with the 

videos. The continuous ECG was recorded using the Active Two BioSemi system (BioSemi, 

Amsterdam, NL). The electrodes were placed over the right clavicle and left iliac crest 

according to Einthoven's triangular arrangement. Then, we proceed to identify the start of each 

heartbeat by detecting the R-peaks of the QRS complex. To this aim, we computed the local 

maxima of the ECG trace; findpeaks function with a minimum peak to peak distance of ~500 

ms and a peak height of ~0.7 mV. We visually inspected the detection of the R-peaks returned 

by the algorithm and applied small adjustments when required. The actors’ heart rate ranged 

from 67 to 85 bpm (mean = 74, SD = 7). See the Supplementary materials for IBI in ms of 

actors appearing by video.  

We used the timepoints of the detected R-peaks to create visual feedback of the 

heartbeats occurring in each video. Specifically, we created a small square that changed in 

colouration from black to red with the start of each heartbeat. The duration of the red square 

(start of heartbeat) was 320ms (i.e., 8 frames of our 25 fps videos), after this, the square 

remained black until the beginning of the next heartbeat. The final video-montages were 

created by randomly selecting two videos of different actors and placing them side by side. 

Lastly, we inserted the small square depicting the heartbeats of one of the individuals on the 

bottom of the screen at the centre (Fig. 1b-c and Supp. Movie). All permutations of actor pairs, 

side of the screen, and visual feedback of the heartbeats resulted in 84 completely 

counterbalanced videos. For each actor there were 5 unique videos. To create the videos, all 

combinations of pairs of actors were used. So, each of the seven actors was paired with the 

remaining six (i.e., resulting in 42 video montages of actor pairs). These were then paired with 

one of the actor’s heartbeats. This could either be the actor on the left or the right. For each 
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video montage, the video used (from the 5 available per actor) was randomly selected. This 

resulted in 84 unique videos. The same video montages were used in each experiment, yet the 

presentation order was randomized for each participant. In the experiments, we asked the 

participants to watch the videos and to indicate which person they thought the heartbeats had 

been recorded from (Fig. 1c). 

In Experiment 1, we used the videos in their standard configuration (upright faces). In 

Experiment 2, we used the inverted version of the videos by flipping the videos through the 

vertical axis (i.e., upside-down, Fig. S1). In Experiment 3, we edited the videos of Experiment 

1 to remove transient information about the individuals’ cardiovascular dynamics (e.g., redness 

from the blood through the face). To do this, we generated facial masks based on the 

individuals’ faces at 0.5 seconds after each video. These masks were created by editing the 

videos with Matlab R2016b. To create the mask the experimenter clicked on the area of the 

right cheek of the chosen frame of the video of each actor. All pixels with a similar colour 

(defined as within 100 pts of the RGB value of the chosen pixel) were found and were replaced 

with the colour value at the pixel for the middle frame. This produced a ‘mask’ of constant 

colouration across all frames for each pixel that included the neck, cheeks, forehead and chin, 

but excluded the eyes and mouth (Fig. S1d). This process was carried out for the 84 video pairs. 

This manipulation was not explained to the participants.  

In Experiment 4 we conducted two different manipulations of the videos with the same 

participants. In the first part, we used still images of the videos by selecting the first frame in 

which both actors had their eyes open. This experiment aimed to remove information about the 

individuals’ cardiovascular dynamics (e.g., variations of redness and ballistic movements). In 

the second part of Experiment 4, we replicated Experiment 1 by again using the dynamic videos 

in their usual configuration. Last, in experiment 5 we examined whether the task could be 

performed by learning to associate the rhythms of the depicted heartbeats with certain 

individuals. In other words, while participants progress in the experiment, they could learn the 

rhythms of the depicted heartbeats and associate these with the actors shown on the screen. 

This strategy does not involve subjects’ judgement about others’ cardiac rhythms but pairing 

concurrent stimuli. To rule out this possibility, we exchanged each actor appearing in the videos 

by a particular geometrical shape, i.e., each actor was consistently exchanged by a specific 

shape for all videos. These shapes were distinct from each other. Therefore, as with the actors, 

these shapes could be easily associated with the depicted heartbeats on the screen. This final 

experiment allowed us to examine if this was a strategy that participants could adopt (see all 
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the shapes together in Fig. S1e). Importantly, in all experiments, no feedback was given as to 

whether the participant had performed the trial correctly or not. 
 

2.3 Procedure 

The main task was designed to test whether people can identify which of two actors a cardiac 

rhythm was from by looking at their faces. The videos were presented using Matlab R2016b 

(The MathWorks Inc., Natick, MA, USA) through the Psychtoolbox-3 (Kleiner et al., 2007). 

All the participants were instructed to watch the whole videos and to indicate to whom the 

beating heart belonged. After each video, the screen turned black and showed two white arrows 

on the centre of the screen, one left and one right, which were separated by the word ‘Or’ (i.e., 

ß Or à; Fig 1c). The participants had to enter their choice, with no time limit, by pressing the 

left or arrow key of the keyboard. After they entered their response, the next video was played 

automatically. Before the start of the experiments, all participants completed 5 practice trials. 

If the task was understood and they had no further questions, they performed 84 trials in two 

blocks of 42 trials. The order of the 84 videos was randomised and was different for every 

participant. 
 

 
Figure 1. Recording of video stimuli and main experimental task.  (a) Seven individuals were filmed in a 

neutral position and direct gaze (~2 min) while their ECG was also recorded. (b) Video-montages were created 

by randomly pairing two people side by side and placing visual feedback from one of the individuals’ heartbeats 

[a small beating square changing in colouration according to the R-peak (contraction of the heart) in the ECG]. 

(c) After each video, participants indicated to whom the beating ‘heart’ belonged; the panel above depicts one 

trial; all actors consented to the use of their image in the experiments and study material; by the term ‘actors’ we 

just refer to the filmed individuals that appear in the videos. 
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2.4 Statistical analysis 

In all experiments, we computed the participants’ average performance as the proportion of 

correct responses. We compared such a proportion against the chance level (0.5) by computing 

a one-sample t-test. These results were plotted by using the Raincloud plots package in R (Allen 

et al., 2021). Accordingly, we report t and p-values, mean and standard deviations, 95% 

confidence intervals, effect sizes (Cohen’s d), and Vovk-Sellke maximum p-ratios (VS-MPR). 

The latter computes a Bayes Factor approximation by using the p-value calibration introduced 

by Sellke et al., (2001), which estimates the maximum possible odds in favor of H1 over H0.  

We also compared the average proportion of correct responses across all experimental 

conditions. The p-values were adjusted for a comparison of 5 estimates using the Holm-

Bonferroni method. Furthermore, we computed the average heartbeat interval for each one of 

the actors depicted in the videos. Then, we calculated the absolute difference between the 

average heartbeat intervals of the two actors shown in the videos. Next, we correlated this 

measure with the proportion of the participants that were correct for each video; this resulted 

in 84 values (one per video). In the subsequent analysis, a significant positive correlation 

denotes that videos with the greatest difference in heartbeat intervals are the easiest to correctly 

identify. 
 

2.5 Data availability and transparency statement 

We used in-house and standard code to create our video montages. The code and anonymised 

data are available in the corresponding Open Science Framework repository: 

https://osf.io/zh3kt/. Here we uploaded the performance for each experiment, the IBIs for the 

actors shown in each video, and the coded list of actors shown in each video. Regarding the 

videos, six of the seven actors consented the use of the video-montages in which they appeared 

only for research purposes. In order to comply with their consent, the video-montages of these 

actors are not publicly available but will be released on request on the sole condition that they 

are used for research purposes only. One of the actors did not agreed to the use of the actor’s 

video-montages in further work. To comply legally and ethically with the subsequent consent, 

the corresponding video-montages cannot be shared. We report how we determined our sample 

size, all data exclusions (if any), all inclusion/exclusion criteria, whether inclusion/exclusion 

criteria were established prior to data analysis, all manipulations, and all measures in the study 

(see Methods and Participants sections). No part of the study procedures or analyses was pre-

registered before the research was conducted 
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3. Results 

3.1 Experiments 1-3: Judging the most likely owner of given heartbeats is best when looking 

at dynamic natural faces.   

In experiment 1, we tested the main research question of this study: whether humans can 

identify the likely owner of a given sequence of heartbeats. We asked 24 participants to watch 

the videos and to indicate in a 2AFC which person they thought the heartbeat had been recorded 

from. Twenty of the twenty-four participants had a mean proportion of correct responses above 

chance level (chance level was 0.5). The mean proportion of correct responses ranged from 

0.452 to 0.738 and the mean across participants was 0.582 (SD = 0.068). This was significantly 

above chance [t(23) = 5.895; p < 0.001, 95% CI for mean difference [0.053, 0.111], d = 1.203, 

VS-MPR = 5796; Fig. 2a].   

Having shown that participants were able to perform the task significantly above chance 

levels, we explored what visual information people could use to complete this task. It is 

assumed that people are highly experienced with viewing upright faces and that in such a 

canonical form, faces are processed as a whole with the use of well learnt configural 

information (Civile et al., 2019; Taubert et al., 2011; Yin, 1969). If the configural processing 

of faces supports the execution of our task, disrupting it should affect participants’ 

performance. Instead, if the task can be accomplished by just extracting local features, no 

change in performance should be observed. Therefore, in Experiment 2, we repeated 

Experiment 1 in a new group of 24 participants but with the videos inverted. In this way, the 

visual information was kept constant while the configural processing of the faces was 

manipulated. In Experiment 2 the mean proportion of correct responses ranged from 0.381 to 

0.655 with an average proportion of 0.54 correct responses (SD = 0.071). This was still 

significantly above chance levels [t(23) = 2.753, p = 0.011, 95% CI for mean difference [0.010, 

0.070], d = 0.562, VS-MPR = 7.249].  

The results of Experiment 2 demonstrated that altering the natural processing of faces 

disrupted to some extent participants’ judgment. However, these results did not inform us about 

the visual cues that people used. Previous research has shown that the cardiac signal can be 

obtained from both the degree of facial redness, due to blood flow, and movements of the head 

as the blood was pumped into the head (Lauridsen et al., 2019; Wu et al., 2012). In Experiment 

3 we tested whether removing any transient variance of facial redness in the videos could 

disrupt performance on the task (see methods and Supp. Fig. 1). To this end, we manipulated 

the videos so that the colour of the flesh of both actors remained constant throughout the video. 

We tested these videos in a third group of 24 participants. In Experiment 3 participants’ mean 
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proportion of correct responses ranged from 0.44 to 0.702 with an average proportion of 0.55 

correct responses (SD = 0.069). This was significantly above chance levels t(23) = 3.628, p = 

0.001, 95% CI for mean difference [0.022, 0.081], d = 0.741, VS-MPR = 39.781; Fig. 2a.  

In the first three experiments we showed that although performance varied across the 

different experiments, participants were able to perform the task significantly above chance 

levels. One possibility is that rather than selecting the most likely owner of the depicted 

heartbeats by using transient visual cues in the videos, participants could be using prior beliefs 

about people’s likely heart rates (e.g., based on the perception of age, sex, or health), and/or 

learning to associate the visual feedback of the heart with particular actors in the videos. To 

test this, we ran the fourth and fifth experiments.  
 

3.2 Experiment 4-5: Top-down influences and replication of the current results 

In Experiment 4 we ran two studies: a new manipulation and a direct replication of Experiment 

1. In the new manipulation, we removed all dynamic information from the videos and presented 

just a still image of each actor. A new group of 24 participants performed both tasks. They 

always performed the STILL images task first. In Experiment 4 (Still) the average proportion 

of correct responses was 0.543 (SD = 0.048) and ranged from 0.452 to 0.643. Even though this 

performance was the lowest of these four experiments, the mean proportion of correct 

responses was significantly greater than chance [t(23) = 4.348, p = 0.0002, d = 0.888, 95% CI 

for mean difference [0.023, 0.064], VS-MPR = 186.344]. This suggests that even with still 

images, our participants performed above chance level, probably by using prior knowledge 

about people’s appearance, health, and supposed heart rate (Henderson et al., 2016; Perrett et 

al., 2020). In the second part of Experiment 4, the same participants performed the task with 

the dynamic videos in a direct replication of Experiment 1. Here, the mean proportion of correct 

responses was 0.602 (SD = 0.066), ranging from 0.476 to 0.762) and was significantly above 

chance [t(23) = 7.532, p < 0.0001, 95% CI for mean difference [0.074, 0.130], d = 1.537, VS-

MPR = 194123.125].  

An alternative explanation for our results is the use of strategies that do not involve 

judging others’ cardiac rhythms. For instance, our participants could learn to associate the 

rhythms of the depicted heartbeats with certain individuals (i.e., just learning to pair stimuli 

appearing together on the screen). To further investigate whether our results could be explained 

by this strategy, we ran a final control experiment. In Experiment 5 we created an analogous 

task in which we exchanged each actor appearing in the original videos by a particular 

geometrical shape (Supp. Fig.1). These shapes, as the people portrayed, were distinctive from 
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each other and could be easily named. In Experiment 5 the mean proportion of correct 

responses was 0.50 (SD = 0.062), ranging proportion from 0.381 to 0.631. Performance was 

not significantly different from chance t(23) = 0.038, p = 0.969, 95% CI for mean difference [-

0.026, 0.027], d = 0.008, VS-MPR = 1; see Fig. 2a, Table 1, and Supp. Table 1 for summary 

statistics of all experiments.  

 

 
 

Figure 2. Participants’ proportion of correct guesses. (a) In experiments 1-4 participants assigned the depicted 

heartbeat to the correct person significantly above chance level (0.5 depicted as a dashed line along the y-axis); 

greatest accuracy for the dynamic conditions (Expt.1 and 4-replication). Conversely, when exchanging each 

individual by a shape, accuracy did not differ from chance (p = 0.969, Expt. 5). (b-c) Pearson correlations between 

the difference of the portrayed individuals’ heart rate (pairs in each video) and participants’ accuracy. Video 

montages showing individuals with a greater difference between their heart rates were the easiest to correctly 

identify; the greatest correlation for the dynamic conditions (Expt.1 and 4). Lower correlations were found in the 

remaining conditions with absent correlation in Expt. 5 Shapes condition (Supp. Fig. 2).  

 
 

3.3 Differences in participants’ performance between experiments 

To investigate differences in participants’ performance as a function of the experimental 

manipulations, we compared the proportion of correct responses between conditions. To this 

end, we compared the pooled data from Expt. 1 and the second part of Expt. 4 (dynamic faces), 

as well as the corresponding data from the Inverted, Masked, Still, and Shape conditions 

(Expt.2-5).  The comparison of all experimental conditions revealed that the accuracy in the 

dynamic condition was significantly greater than in the Inverted t(115) = 3.191, p = 0.016, CI 

for mean difference [0.007, 0.097], d = 0.755, the Still t(115) = 3.008, p = 0.025, 95% CI 
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[0.004, 0.094], d = 0.791, and the Shape experimental condition t(115) = 5.634, p < 0.0001, 

95% CI [0.047, 0.136], d = 1.390. Yet, performance in the dynamic condition did not differ 

from that of the Masked condition t(115) = 2.489, p = 0.084, 95% CI for mean difference [-

0.004, 0.085], d = 0.594. Interestingly, it is worth noting that participants in the Masked 

condition could still obverse participants’ subtle movements beyond the masked face, for 

instance in the neck area and due to respiration. See Table 1 for the comparison of participants’ 

accuracy between experimental conditions 

 
Table 1 
Post Hoc comparison of participants’ accuracy between experimental conditions 
Condition Inverted faces 

Expt. 2 
Masked faces 

Expt. 3 
Still faces 
Expt. 4a 

Shape 
Expt. 5 

 

Dynamic faces 
Expt. 1 and 4b 

d = 0.755 
p = 0.016 

 

d = 0.594 
p = 0.084 

d = 0.791 
p = 0.025 

d = 1.390 
p < 0.0001 

 

Inverted faces 
Expt. 2 

 d = -0.162 
p = 1.000 

d = -0.049 
p = 1.000 

d = 0.590 
p = 0.145 

 

Masked faces 
Expt. 3 

  d = 0.140 
p = 1.000 

d = 0.771 
p = 0.051 

 

Still faces 
Expt. 4a 

   d = 0.760 
p = 0.122 

 
 
 

Note. The comparison of all experiments reveals that accuracy in the original dynamic conditions [Expt. 1 and 

the second part of 4 (replication)] was significantly greater than in the Inverted, Still, and Shape experimental 

conditions. This indicates greater performance during the natural perception of faces. d: effect size (Cohen’s 

d); P-value adjusted for comparing a family of 5 estimates using Holm-Bonferroni method. See also Supp. 

Tables 2-3 for non-corrected P-values, as well as non-parametric Dunn’s Post hoc comparisons. Also, analysis 

file in OSF repository.  

 

3.4 Differences in the heart rates of displayed actors correlate with video difficulty  

Up to this point, we were able to conclude that participants could select the most likely owner 

of the depicted heartbeats when looking at their face, and that performance was best when faces 

were perceived in their natural configuration (Fig. 2a, Table 1, and Supp. Table 1). While top-

down processes may play a role (see Expt. 4), cues related to the physiological state of the 

perceived person could also support participants' performance. This idea is supported by an 

additional analysis in which we correlated the proportion of correct responses for each video 

according to the difference between the heartbeat intervals of the individuals portrayed. As 

seen in Fig. 2b-c, the greater the difference between the heart rates of the individuals in the 

dynamic conditions, the higher the accuracy for that particular video. This is true for all 

experiments except for Experiment 5 where no faces were displayed (Supp. Fig. 2). The 
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strongest correlation was found when using the original dynamic videos with no editing. The 

results of this analysis suggest that transient physiological signals might aid to select the most 

likely owner of the depicted heartbeats. 

 

4. Discussion 
People refer to inner bodily sensations when describing their intentions, emotions, and mental 

experiences. Increasingly research supports the influence of afferent signalling, such as 

heartbeats, upon cognition, movement, and perception (e.g., Galvez-pol et al., 2022, Al et al., 

2020; Galvez-Pol et al., 2020, 2021; Garfinkel et al., 2020; Leganes-Fonteneau et al., 2020; 

Park et al., 2018). Although of considerable interest, these demonstrations usually adopt a 

rather individualistic perspective: physiological bodily signals serve ‘one’s purpose’. Yet, 

humans live in a highly social environment whereby a dialectical nature unfolds, namely, we 

signal our state and perceivers infer it. We explored the idea that particular physiological 

signals such as heartbeats, which relate and reflect one’s psychophysiological state 

(Beauchaine & Bell, 2020; Thayer et al., 2012), could be correctly attributed to individuals by 

looking at their faces. To test this, we developed a new paradigm that can be easily applied, 

replicated, and manipulated. This involved the use of video montages, showing two people side 

by side and visual feedback from one of the individuals’ heartbeats in the centre. Participants’ 

task was to judge the most likely owner of the depicted sequence of heartbeats. Across five 

experiments, including one replication, the findings indicate that our participants judged the 

most likely owner of the depicted sequence of heartbeats significantly above chance levels. 

The precise mechanism for this task needs further examination. Yet, we think that it could be 

achieved by using at least two sources of information: transient subtle visual cues that are 

locked to heartbeats (changes in coloration and motion), and more perpetual facial features 

such as perceived health, sex, fitness, and age (i.e., linking individuals’ appearance and 

cardiovascular functioning, e.g., expected heart rate). 

 Next, we highlight five aspects of this work that need to be considered: its biological 

significance, the finding that people can do the task above chance levels (even on the still faces; 

Expt. 4), the absence of learning effects on participants’ performance, limitations, and further 

work (e.g., testable hypotheses).  
 

Biological significance. Faces transmit information that is used to reason and comprehend 

other people. Research in face perception often studies which personal information is readable 

from the face [e.g., identity, gender, emotion (Oruc et al., 2019; Tsao & Livingstone, 2008)]. 
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Relatedly, studies in colour vision and perception of static faces have shown that people are 

better at detecting subtle changes in colouration on faces than non-face stimuli (Tan & Stephen, 

2013; Thorstenson et al., 2017), and that changes in facial colouration (e.g., redness, 

yellowness) seem to support the discrimination of facial configurations (Benitez-Quiroz et al., 

2018; Thorstenson et al., 2017, 2019; Young et al., 2018). Also, it is of interest that colour 

vision in primates seems tuned to discriminate spectral modulations on the skin of conspecifics, 

and that trichromat species (but not dichromats) seem more sensitive to variations in blood 

oxygen saturation and tend to be bare-faced (Changizi et al., 2006). This could allow 

discriminating socio-sexual signals, threat displays, and emotional states. All things 

considered, these studies suggest a link between visual information from faces and bodily 

signals, which are known to modulate and index one’s psychophysiological state. Our results 

indicate that at least in the current 2AFC, participants could guess above chance levels the 

correct owner of a depicted sequence of heartbeats. Whether this possible ability provides 

perceivers with a better inference of others’ thoughts and emotional states is a promising 

inquiry for future work.  
 

Performance above chance level and absence of learning effects. There are at least three ways 

in which the participants could have accomplished the task: by learning to pair the depicted 

heartbeats with particular individuals; by inferring visual cues originating from physiological 

changes in the subjects portrayed (i.e., pumping of the blood evoking variations in redness and 

coupled pulsatile movement of the head/face/eyes); and lastly, by using prior knowledge about 

people’s appearance, health, and heart rates.  

We believe that our results cannot be explained by just learning to pair stimuli 

appearing together on the screen with the heart rate shown below. This seems unlikely as trial-

to-trial feedback on performance was not given and the participants had no way of knowing if 

their choices were correct or not. However, as a control condition, we included Expt. 5, which 

eliminated the level of human-based characteristics while allowing participants to learn 

associations between the stimuli and the heart rate. In Expt. 5 the mean performance was not 

significantly different from the chance level. Therefore, we believe that our participants did try 

to select the most likely owner of the depicted heartbeats based on the human-based 

characteristics of the individuals portrayed.  

Considering the novelty of our paradigm, we decided to reduce the complexity of our 

study by including video montages where the actors did not try to disclose any emotions, there 

was no context and no actions. Our results revealed that participants performed well above 
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chance level in the dynamic videos with more natural conditions (Expt.1 and 4; Table 1 and 

Supp. Table 1). Here nearly half of the participants reached a mean proportion between 60-

70% correct responses. The implications of such an ability in more real-world scenarios require 

further examination. Interestingly, the additional analysis demonstrated that some video 

montages were more correctly selected than others and that this variance was related to 

differences between the heart rates of the individuals portrayed. This is consistent with the 

hypothesis that visual cues that are locked to heartbeats could support the performance of the 

task. Yet, an additional and more parsimonious explanation is that participants judged the 

health, fitness, sex, and/or age of the individuals portrayed. By using implicit or explicit 

knowledge about health and individuals’ appearance, the participants could have guessed the 

actors’ heart rate. Then, participants’ responses could simply reflect the differential heart rate 

of the individuals portrayed.  

In the current set of studies, performance above chance level could be accomplished by 

using the knowledge that we have about individuals’ appearance and their heart rate. For 

instance, preceding studies have shown that impressions of health depend on face shape and 

skin colouration (Henderson et al., 2016; Perrett et al., 2020). Similarly, priors linking heart 

rate to factors such as sex, fitness, or health could come into play. By using these priors, our 

participants could have reached performance above chance level in Expt. 4 (Still condition). 

Yet, it is important to stress that this performance was still lower than in the dynamic conditions 

(Table 1, Supp. Table 1). The use of this knowledge by the participants requires further 

examination. Future studies may examine how reliable such priors are and how they are 

formed. Categorical associations reinforced by one’s experiences and cultural consensus might 

influence the use of interoceptive knowledge about other people; see e.g., bodily maps of 

emotions and somatosensation (Nummenmaa et al., 2014; Palser et al., 2021). 
 

4.1 Limitations  

Here we consider the constraints of generality proposed by Simons et al., (2017). The videos 

used in this study showed young adults with neutral facial expressions, uniform background, 

clear skin pigmentation, minimal makeup and accessories, which were also judged by young 

adults (18-46yo) recruited through a university subject pool in the UK. In this context, it was 

not intended that most actors were from different countries, yet they were mostly white 

Europeans. Thus, we expect the results to generalize to situations in which participants observe 

similar video montages, as long as manipulation checks indicate the videos depict no emotion, 

intentions, or context. We believe the results will be reproducible with young adults from 
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similar subject pools serving as participants. However, we do not have enough evidence to 

state that our findings will occur outside of laboratory settings, nor to state which changes could 

be observed when either the recorded actors or participants are from different ethnic groups. 

Further research should exploit our easily testable paradigm to develop video-montages 

portraying individuals with different skin pigmentation and ages, as well as to collect additional 

variables such as RT. By doing so, strict and conceptual replications of the current work can 

be implemented, as well as the potential legitimacy of the present results can be attained. We 

have no reason to believe that the results depend on other characteristics of the participants, 

materials, or context.  

Concerning the analysis, the current set of studies used 84 unique videos (i.e., each 

video is a unique pair of actor videos and cardiac rhythms of one of the actors). Therefore, 

there are no multiple repeats of each trial type and performance in each video depends on the 

combination of both actors and displayed heartbeat. This was by design to minimise any 

learning effects. Yet, this makes more difficult the recodification of the data in a way that can 

be analysed through statistical methods such as regressions and linear mixed models. Further 

work (see below section) could use paradigms with stimuli that allow analysing the data in 

more stringent manners such as computing both stimuli and participants as random factors (see 

e.g., Judd et al., 2012). 
 

4.2 Further research  

Considering that we are highly social animals and that cardiac rhythms reflect our 

psychophysiological state, a key question is whether such fundamental information could be 

inferred by others through vision. To approach this matter, we tested whether people could 

correctly identify which of two people of a cardiac rhythm was recorded. While this does not 

directly examine peoples’ ability to infer/perceive others’ heartbeats, the ensuing results are 

consistent with this idea.  

Future work could examine this possible ability and the type of information required to 

accomplish it. In this regard, we did not disambiguate the type of information used by the 

participants, i.e., use of knowledge about stable features such as appearance and health, and/or 

the use of transient changes such as visual cues coupled to heartbeats. Across the six 

experiments, we manipulated the type of information available (i.e., stable and transient) and  

observed that participants managed to perform above chance level. This suggests that 

participants could accomplish the task by using, combining, or switching between the aforesaid 

approaches according to the demands of the task. In addition, this also indicates that our main 
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task (i.e., indicating to whom the depicted heart belongs to) is not optimal to disambiguate the 

type of information used by the participants. Therefore, the independent and/or interactive 

contribution of these potential sources of information remain to be examined.  

To examine whether people guess others’ heartbeats by perceiving transient cues 

locked to the cardiac cycle, researchers may adapt our paradigm by using the so-called tapping 

task and the method of constant stimuli. The idea behind this would be that participants can 

adjust a pulsatile signal to the heartbeats of the portrayed individuals, and/or that they can select 

whether the depicted heartbeats are synchronous (or asynchronous) to the heartbeats inferred 

from the actors’ face (see Table 2). To examine whether people infer others’ cardiac rhythms 

by using explicit knowledge based on appearance and expected heart rate, researchers could 

measure participants’ knowledge or beliefs about heart rate and perceived health status (Table 

2). In parallel, the creation of new stimuli could allow experiments in which participants’ 

performance is tested under different conditions. For instance, perception of health from facial 

cues has been linked to skin colouration  (yellowness), shape measures of adiposity, and affect 

in facial expressions (Henderson et al., 2016). Creating stimuli with a biometric profile of the 

portrayed individuals will support the design of experiments with various stimulus conditions.  

In addition, irrespective of the source and its use, our work might tap into the broad 

construct of body awareness, including an exteroceptive visual channel of perception, and 

interoceptive sensations. People might learn to model others’ physiological attributes based on 

their body awareness, which is constructed by both extero- and interoceptive processes. Future 

work should examine how people learn such models (e.g., about people’s appearance and 

expected heart rate), as well as the impact of noticing bodily sensations (e.g., interoceptive 

sensibility; see Galvez-pol et al., 2021; Garfinkel et al., 2015; Murphy et al., 2019) in modelling 

and inferring others’ physiological dynamics. Relatedly, previous studies found that the 

processing of facial stimuli varies with the ability to notice one’s heartbeats (Georgiou et al., 

2018; Pfeifer et al., 2017).  

In this context, we hypothesize that inferring others’ cardiac rhythms might also depend 

on the perceivers’ sense, interpretation, and integration of signals originating from within the 

body (Table 2). Whether good interoceptors could exhibit better performance in our task is not 

clear. Yet, we can hypothesize based on two pieces of information: first, when considering 

atypical interoception, either low or amplified functioning are usually linked to a maladaptive 

valuation of stimulus processing (Bonaz et al., 2021; Khalsa et al., 2018). Second, the tendency 

to use one's emotional state when relating to others (i.e., emotional egocentricity bias) varies 

as a function of trait-like levels of interoceptive accuracy (von Mohr et al., 2021). Considering 
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these, we believe that amplified interoception might override the inference of other’s cardiac 

rhythms, alike the emotional egocentricity bias, but in the physiological domain.  

Although in these initial studies we used actors with a neutral expression, we hope that 

this study can serve as a building block to examine further hypotheses that take into account 

emotional and contextual dimensions. For instance, by probing distinct facial configurations, 

adding external context, examining participants’ emotional granularity, scrutinising bodily 

memories, and bodily variables in observers and perceived people (Barrett et al., 2019; Galvez-

Pol et al., 2020; Quigley et al., 2021). Last, we have considered the potential ability to infer 

others’ cardiac rhythms and how this could be accomplished. Eventually, researchers could 

examine the consequences of this possible ability. From the perceivers’ standpoint, being able 

to correctly infer others’ cardiac rhythms through the visual domain might allow a better 

inference of their thoughts and emotional state.  

 

Table 2 

Outstanding questions and proposed paradigms  

Can people perceive the 
visual cues, such as 
colour changes or 
head/eye movement, that 
are locked to each 
heartbeat? 

To test explicitly whether people can detect the visual signals that are time-locked to 
each heartbeat would require a different paradigm from that described here. Such 
studies could borrow methodological features from research into cardioception, where 
researchers have studied people's ability to feel their own heartbeats. Here we present 
three likely methods. 1) Tapping tasks: where participants press a key when they think 
that the heart of the actor beats. 2) Method of constant stimuli: here video montages 
showing one actor could be used, these videos appear multiple times, but the time of 
the depicted heartbeat would be delayed in different videos (e.g., +0, +300 ms, +600 
ms from time of the actual R-peak). In these tasks, participants report whether they 
think the depicted heartbeats are synchronous with the actors’ heartbeats. The 
prediction would be that heartbeats that are less delayed are considered more 
synchronous. 3) Phase adjustment tasks: Here participants would change the phase 
of a depicted heartbeat until they think it is synchronous with the actors’ heartbeats.  
 

Can others’ cardiac 
rhythms be estimated by 
using explicit knowledge 
about appearance and 
expected heart rate? 
 

Measuring participants’ knowledge or beliefs about heart rate, e.g., inquiring about 
expected heart rate in different scenarios and perceived people, or directly asking 
participants to state what they believe is the heart rate of the actors portrayed. See e.g., 
Ring et al., (2015). Alternatively, the creation of stimuli with biometric information 
about the health of the individuals portrayed may support the design of experiments 
with different stimulus conditions. See e.g, Henderson et al., (2016).  
 

Can others’ cardiac 
rhythms be 
detected/modulated by 
using our own 
implicit/explicit bodily 
sensations? 
 

ECG recording: Using participants’ ECG and accelerated or decelerated versions of 
the real actors’ heartbeats depicted on the screen, it would be possible to estimate 
whether participants’ judgements of others’ heartbeats are biased towards their own 
heart rate and based on a more implicit processing 
 

Self-report questionnaires: examining explicit measures of interoception, body 
awareness, health, or social intelligence. This would allow profiling participants and 
to correlate their scores with the task of others’ cardiac inference to test the degree to 
which these metrics might drive or mediate estimates of other people’s heart rates (see 
e.g., Garfinkel et al., 2015).   
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5. Conclusions 
The results of this study indicate that people can judge the most likely owner of a given 

sequence of heartbeats significantly above chance levels, that such a task is best performed 

when processing faces in their natural configuration, and that it is likely accomplished by using 

and/or switching between the use of visual bodily cues elicited with each heartbeat, and prior 

knowledge about the individuals’ appearance and associated heart rate. The current set of 

studies represents the first step to examine whether people can infer/perceive the heartbeats of 

others. Accordingly, we have proposed various methods and experiments that could follow-up 

this work.  
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