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ABSTRACT

Interactions between global coronal waves (CWs) and coronal holes (CHs) reveal many interesting features of reflected waves and
coronal hole boundaries (CHB). However, such interactions have scarcely been studied thus far. Magnetohydrodynamic (MHD) simu-
lations can help us to better understand what is happening during these interaction events and thus to achieve a broader understanding
of the parameters involved. In this study, we performed the first 2D MHD simulations of a CW–CH interaction that include a realistic
initial wave density profile consisting of an enhanced wave component as well as a depleted one. We varied several initial parame-
ters, such as the initial density amplitudes of the incoming wave, the CH density, and the CHB width, which are all based on actual
measurements. We analysed the effects of different incident angles on the interaction features and we used the corresponding time-
distance plots to detect specific features of the incoming and the reflected waves. We found that the specific combination of a small
CH density, a realistic initial density profile, and a sufficiently small incident angle can lead to remarkable interaction features, such
as a large density amplitude for the reflected wave and greater phase speed for the reflected wave with respect to the incoming one.
The parameter studies in this paper provide a tool for comparing time-distance plots based on observational measurements to those
created from simulations. This has enabled us to derive interaction parameters from observed CW–CH interaction events that usually
cannot be obtained directly. The simulation results in this study are augmented by analytical expressions for the reflection coefficient
of the CW–CH interaction, which allows us to verify the simulations results in an complementary way. This work, with its focus on
parameter studies that examine the initial density profile of CWs, is the first of a series of studies aiming to ultimately reconstruct
actual observed CW–CH interaction events by means of MHD simulations. These results improve our understanding of the involved
interaction parameters in a comprehensive way.
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1. Introduction

Coronal holes (CHs) are regions of low-density plasma in the
solar corona associated with a primarily open magnetic field
configuration, which lead to the formation of the high-speed
component of the solar wind (Cranmer 2009; Krieger et al.
1973; Nolte et al. 1976). They evolve rather slowly, thus exhibit-
ing a stable and durable structure. As the darkest and least
active regions of the Sun, as observed in the extreme ultravio-
let (EUV), the location, area, inner structure, and features along
their boundaries are the most relevant with respect to our under-
standing of the formation of high speed streams and their interac-
tions with the ambient solar wind in the context of space weather
(Cranmer 2009; Riley et al. 2015; Hofmeister et al. 2018, 2020,
2022; Heinemann et al. 2018; Samara et al. 2022). We can dis-
tinguish among CHs that are observed on-disk and CHs that are
located off-limb. On-disk CHs can be further subdivided into the
group of polar CHs (north and south) that dominate the CH dis-
tribution in times of low solar activity, and CHs on the disk cen-

? Movies associated to Figs. 3 and 10 are available at
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ter, which tend to appear in more active periods of the solar cycle
(Cranmer 2009). Both polar and on-disk CHs are relevant regard-
ing the analysis of their interaction with coronal waves (CWs).

Coronal waves (CWs) are defined as large-scale propagating
disturbances in the corona and their evolution and propagation
can be observed over the entire solar surface. Traditionally, CWs
have been denoted as “EIT waves” because they were directly
observed for the first time by the Extreme-ultraviolet Imaging
Telescope (EIT; Delaboudinière et al. 1995) on board the Solar
and Heliospheric Observatory (Domingo et al. 1995). They are
often also referred to as EUV waves or coronal bright fronts and
are commonly associated with energetic eruptions such as coro-
nal mass ejections (CMEs; Vršnak & Lulić 2000). The occur-
rence of EUV waves is considered to be more strongly related to
CMEs than flares. Notwithstanding the marginal link with solar
flares, there is evidence of an energetic correlation between these
three phenomena (see e.g. Liu & Ofman 2014). For simplicity
and due to the fact that other authors that also support a wave
model have used a similar terminology, we hereafter refer to fast-
mode MHD waves in the corona as CWs.

The interaction between CWs and CHs results, among other
effects, in the formation of reflected, refracted, and transmitted
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waves (collectively, secondary waves), thereby confirming their
interpretation as fast-mode MHD waves (Thompson et al. 1998;
Wang 2000; Wu et al. 2001; Warmuth et al. 2004; Veronig et al.
2010). Observational evidence for their wave-like behaviour
has been provided by authors who report waves being
reflected and refracted at a CH boundary (e.g. Long et al.
2008; Gopalswamy et al. 2009; Kienreich et al. 2013), trans-
mitted through a CH (Liu et al. 2019; Olmedo et al. 2012),
or partially penetrating into a CH (e.g. Veronig et al. 2006).
These observational findings are confirmed by numerical sim-
ulations describing effects such as deflection, reflection, and
transmission when a fast-mode MHD wave interacts with a
low-density region such as a CH (Piantschitsch et al. 2017,
2018a,b; Afanasyev & Zhukov 2018). Recent studies on global
EUV wave MHD simulations and observational techniques
validate the interpretation of global coronal waves as large-
amplitude waves (Downs et al. 2021). However, despite these
observational and simulation studies, there are several pend-
ing questions regarding CW–CH interactions, such as the high
and ambiguous phase speed of secondary waves in observa-
tional studies of interaction events (Gopalswamy et al. 2009;
Podladchikova et al. 2019) or how CW–CH interaction can pro-
vide information about CHs themselves – especially with respect
to their boundaries and, thus, the physics involved in the inter-
action between high and slow solar wind streams (Riley et al.
2015; Hofmeister et al. 2022).

To understand and reconstruct CW–CH interaction events,
it is essential to analyse how different initial parameters, such
as the initial density amplitude of the incoming wave and its
ratio to the amplitude of the depletion as well as the ratio of
both of their widths, influence the behaviour of the reflected and
transmitted waves. One possible way of reconstructing such an
interaction event is the comparison of time-distance plots based
on observations with those obtained by magnetohydrodynamic
(MHD) simulations. In several recent observational studies of
CWs interacting with CHs, time-distance plots are generated to
analyse some of the kinematic properties of the incoming and the
reflected waves (Liu et al. 2019; Chandra et al. 2022; Zhou et al.
2022; Mancuso et al. 2021). Those initial simulation parameters
that best match the time-distance plots of the observations can
give us important information about the parameters of the sec-
ondary waves in the observed CW–CH interaction event, which
are usually not available due to the still rather low quality and
accuracy of the measurements of CW parameters. This paper,
along with its parameter study on the initial density profiles in
CW–CH interactions, serves as a first step in this reconstruction.
In other words, we performed simulations of CW–CH interaction
events and in doing so, we were able to analyse the influence of
critical input parameters, such as the initial density amplitude,
on the features of the interaction.

Here, we consider what we know so far from the obser-
vations or, in other words, which parameters can be provided
by the observations that can be used as input parameters for
the simulations. One essential bit of information we need is
the density inside of the CH, which drops on average 30%–
70% with respect to the quiet Sun (Del Zanna & Bromage 1999;
Del Zanna & Mason 2018; Saqri et al. 2020; Heinemann et al.
2021). Another important parameter for studying CW–CH inter-
actions is the density amplitude of the incoming wave, which
is usually expressed as a compression factor that has a value
of around 1.1 or less for CWs with moderate speeds (Warmuth
2015) but can reach compression factors of up to 1.5; these are
then visible even in the lower chromosphere and called More-
ton waves (Moreton & Ramsey 1960). This density amplitude

parameter is derived from intensity measurements of coronal
waves (Muhr et al. 2011) together with the relation between
intensity and density that can roughly be described as ρ/ρ0 ∼√

I/I0 (see Warmuth 2015). However, the density profile of the
incoming wave is not only characterised by its amplitude, but
also by the widths of the enhanced pulse and the depleted region
at the rear part of the wave that are also considered in the simula-
tion setup. Apart from that, information on the width of the CHB
(Heinemann et al. 2019) is taken into account as well; that is, we
differentiate among situations that include a sharp density drop
and situations that exhibit a smooth gradient between the CH
surrounding and the area inside of the CH. Last but not least, the
influence of the incident angle on the features of the secondary
waves is part of the parameter study in this paper and allows us
to analyse superposition effects within the reflected waves.

In this paper, we study, for the first time, the influence of
a realistic coronal wave density profile, including the enhanced
pulse at the wave front as well as the depleted region at its rear
part, on CW–CH interaction. In addition, we analyse how the
CHB width in combination with the CH density and the incident
angle affects the properties of secondary waves. The results are
analysed, in particular, with regard to the temporal evolution of
the density profiles of the reflected waves and the correspond-
ing time-distance plots of the simulated interaction event. These
time-distance plots are the first step in understanding and recon-
structing observational time-distance plots of interaction events
that can be used to derive phase speeds of incoming and reflected
waves as well as the density structure close to the CHB before
and after the interaction with the CW. The simulation-based
time-distance plots created in this paper are supposed to serve
as a tool that can be used to understand the observational wave
features and, therefore, to understand and also derive parameter
values involved in CW–CH interactions. We specifically point
out that this paper, with its focus on parameter studies regarding
the initial density profile of CWs, is the first of a series of studies
aiming to finally reconstruct actual observed CW–CH interaction
events and, hence, to better understand the involved parameters.

The paper is structured as follows: In Sect. 2, we list and
describe the parameters provided by the observations which are
used as initial input parameters for the CW–CH interaction sim-
ulations. Section 3 is dedicated to the numerical setup of the
simulations, the description of the algorithm and the equations
involved in simulation code. In Sect. 4, we describe the initial
conditions for the 1D case. Section 5 is dedicated to the analysis
of the simulation results in the 1D case and we provide analyti-
cal expressions for the reflection coefficients in order to compare
them to the density amplitudes in the simulations. In Sect. 6, we
present the simulation results for the 2D case, including the role
of the initial density profile of the incoming wave, CH density,
CHB width, and the different incident angles in the interaction
process. Moreover, we generate and analyse the corresponding
line profiles and simulation-based time-distance plots and we
discuss the analytical expressions as well as the representative
angles for the 2D case. We present our conclusions in Sect. 7.

2. Observational parameters

In the following section we shortly describe the values and
the range of the observational parameters that are used as
input parameters for the CW–CH interaction simulations. The
key parameters for the simulations are the CH density, density
amplitude of the incoming wave, density profile (enhancement-
depletion ratio) of the incoming wave, CHB width, and the inci-
dent angle of the incoming wave.
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Fig. 1. Distribution of the electron density as function of distance to the
CH boundary [d], adapted from Heinemann et al. (2021). Each vertical
bin is normalised and a darker shade represents a higher percentage
of pixels in the respective density bin. The red line shows the average
boundary gradient.

Observational measurements show that the density inside
of CHs drops by at least 30% and up to 70% compared to
the density values of the quiet Sun (see Doschek et al. 1997;
Del Zanna & Bromage 1999; Saqri et al. 2020; Heinemann et al.
2021). Figure 1 shows the distribution of electron density val-
ues as function of distance to the CH boundary for the dataset
presented in Heinemann et al. (2021). We note that the densities
were derived by assuming the same abundances (photospheric
abundances) for inside and outside the CH, which is known to
not be correct. This means that the density jump near the bound-
ary might be even be significantly larger than shown here. Gen-
erally, we find that the density drops over a distance of around
20−40′′ to the minimum level, which stays rather constant and
homogeneous inside of the CH.

In Muhr et al. (2011) the perturbation of several CWs was
studied and it was shown that the extracted peak intensity ampli-
tude values of these waves are set in a range between 1.61 and
1.22, which, in fact, stand as the compression factors, n/n0, of
the actual peak intensity. If we neglect the line-of-sight inte-
gration effects and the changes in temperature, the observed
intensity amplitude can be converted to the density compres-
sion factor according to ρ/ρ0 ∼

√
I/I0 (Warmuth 2015). This

implies that the initial density amplitudes of these measurements
vary between 1.1 and 1.2, which corresponds to the results of
Warmuth (2015), where the compression factor of coronal waves
with moderate speed is shown to be around 1.1 which is more
representative for a small-amplitude wave corresponding to a lin-
ear or a weakly non-linear wave. Waves exhibiting larger density
amplitudes, such as Moreton waves, have much larger compres-
sion factors up to 1.5 and exhbit non-linear behaviour such as
the evolution of shocks etc. In this study, we focus on linear and
weakly non-linear waves, respectively, which exhibit an initial
density amplitude of around 1.1.

Besides the density amplitude of the wave front, there are
other parameters that define the density profile of the incom-
ing wave. Among them, there is, for instance, the width of the
pulse that typically increases as the amplitude decrease during
its propagation and also the depleted area at the rear part of
the wave (rarefaction region) that usually follows the enhanced
pulse. Examples of such density profiles can be seen in Warmuth
(2015) and Muhr et al. (2011). The different amplitudes and
widths of the enhanced as well as the depleted part of the incom-
ing wave during its propagation towards the CHB are addressed
by varying these parameters in our simulations.

3. Numerical set-up

We performed 2.5D simulations of fast-mode MHD waves,
which exhibit a realistic initial density profile (enhancement
and depletion), interacting with low density regions represent-
ing CHs. The code we used to run the simulations is based
on the so-called Total Variation Diminishing Lax-Friedrichs
(TVDLF) method, which is a fully explicit scheme and was first
described by Tóth & Odstrčil (1996). We numerically solve the
standard MHD equations (see Eqs. (1)–(3)) and by applying
the TVDLF-method, including the Hancock predictor method
(van Leer 1984), we obtained a second-order temporal and spa-
tial accuracy. A stable behaviour near discontinuities is guar-
anteed by applying the so-called Woodward limiter (for details
see van Leer 1979; Tóth & Odstrčil 1996). We use transmissive
boundary conditions at all four boundaries of the computational
box, which is equal to 1.0 both in the x- and the y-direction. We
performed the simulations using a resolution of 300 × 300.

In our simulation code, we used the following set of MHD
equations including the standard notations for the variables:

∂ρ

∂t
+ ∇ · (ρu) = 0, (1)

∂(ρu)
∂t

+ ∇ · (ρuu) − J × B + ∇p = 0, (2)

∂B
∂t
− ∇ × (u × B) = 0. (3)

In this study, we consider an idealised case with a homoge-
neous magnetic field in the z-direction and zero pressure all over
the computational box, that is, Bx = By = 0, p = 0. This also
explains why no energy equation is required in this set-up.

4. 1D initial conditions

Based on observational measurements, we vary the initial param-
eters for the simulation setup in the following way. The first
parameter we vary in the course of the simulation process is the
CH density. From observational measurements (see Sect. 2) we
know that the density inside of the CH drops by at least 30%
but up to 70% compared to the quiet Sun. The drop might be
even significantly larger, considering certain abundance assump-
tions on the calculation of the density, which are known to be
erroneous. Hence, as an initial simulation setup we consider the
cases of CH densities equal to 0.1, 0.3 and 0.5. In Fig. 2 (top left),
we can see the different density drops inside of the CH, whereas
the other parameters are kept constant, that is, the amplitude of
the density enhancement is equal to 1.1, the amplitude of the
depletion is equal to 0.9, the widths of the enhancement and the
depletion are both equal to 0.1, and the CHB is considered to be
a step function (sharp gradient).

The enhanced part of the initial wave is excited in the fol-
lowing way for the case of variation of CH density:

ρ(x) =


∆ρ · cos2(π x−x0

∆x ) + ρ0 0.25 ≤ x ≤ 0.35,
0.1 ∨ 0.3 ∨ 0.5 x ≥ 0.4,

1.0 otherwise,
(4)

where 4ρ = 0.1, x0 = 0.3, 4x = 0.1, and ρ0 = 1.0.

vx(x) =

2 ·
√

ρ(x)
ρ0
− 2.0 0.25 ≤ x ≤ 0.35,

0 otherwise,
(5)

Bz(x) =

{
ρ(x) 0.25 ≤ x ≤ 0.35,
1.0 otherwise,

(6)
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Fig. 2. Initial conditions for the 1D parameter studies of CW–CH interaction. Left upper panel: initial density distribution including a realistic
density profile for different CH densities (ρCH = 0.1, ρCH = 0.3, and ρCH = 0.5) but with constant values for the initial enhancement and depletion
amplitudes (ρIAE = 1.1, ρIAD = 0.9) and constant initial widths (wE = wD = 0.1). Right upper panel: initial density distribution for different initial
depletion amplitudes (ρIAD = 0.95, 0.9, 0.8) but with a constant initial enhanced amplitude (ρIAE = 1.1), constant enhancement and depletion
widths (wE = wD = 0.1), and a constant CH density (ρCH = 0.1). Left lower panel: initial density distribution for different initial depletion widths
but with constant initial enhancement and depletion amplitudes and a constant CH density. Right lower panel: initial density distribution for
different initial CHB gradients (one sharp gradient and two smooth CHB gradients) and a constant initial wave density profile, that is, constant
initial density amplitudes (ρIAE = 1.1, ρIAD = 0.9) and constant initial widths (wE = wD = 0.1).

Bx = By = 0, 0 ≤ x ≤ 0.5, (7)

vy = vz = 0, 0 ≤ x ≤ 0.5. (8)

The rear and depleted part of the incoming wave is excited
in an analogous way, simply by choosing 4ρ = −0.1 and x0 =
0.2. The range in which the density, velocity, and magnetic field
values are defined is shifted to 0.15 ≤ x ≤ 0.25.

The second parameter within the simulation setup that will
be varied is the initial depletion amplitude. Figure 2 (top right)
shows the values of the depletion amplitude that range from 0.8
through 0.9 to 0.95, whereas the background density is equal
to 1.0 and the other parameters are kept constant; that is, the CH
density is equal to 0.1 (ρCH = 0.1), the width of the depletion and
the width of the enhancement are both equal to 0.1 (wE = wD =
0.1), the initial enhancement amplitude is equal to 1.1 (ρIAE =
1.1), and the CHB is again considered to be a step function (sharp
gradient). These values correspond to 4ρ = 0.1 for 0.25 ≤ x ≤
0.35, 4ρ = −0.2 ∨ −0.15 ∨ −0.1 for 0.15 ≤ x ≤ 0.25 , ρ0 = 1.0,
ρ(x) = 0.1 for x ≥ 0.4, and 4x = 0.1 in Eqs. (4)–(6).

The third parameter that needs to be varied is the initial
depletion width. In Fig. 2 (bottom left), we can see that the
width ranges from 0.1 through 0.15 to 0.2 (corresponds to 4x =
0.1 ∨ 0.15 ∨ 0.2 and x0 = 0.2 ∨ 0.175 ∨ 0.15 in Eq. (4) for
the depleted part of the incoming wave), whereas the ampli-
tude for the enhancement and the depletion are kept constant

(ρIAE = 1.1 and ρIAD = 0.9). The width of the initial enhance-
ment is constant as well (wE = 0.1) and the CH density is equal
to ρCH = 0.1. Again, as in the setups for the variation of CH den-
sity and depletion amplitude, the CHB exhibits a sharp gradient
structure.

The fourth and last parameter that gets varied in the course
of this parameter study is the CHB width, that is, the area within
the density drops from the QS value down to a certain minimum
value inside of the CH. In Fig. 2 (bottom right), we can see that
in our simulation setup we use three different options for the
CHB gradient, first, a sharp gradient, as it is used in the other
parameter variations; second, a gradient that exhibits a smoother
transition from the QS to the interior of the CH than the sharp
gradient (smooth CHB gradient no.1); and third, a very smooth
transition (smooth gradient no. 2). The rest of the parameters,
all of which describe the density profile of the incoming wave,
remain constant in the initial setup, that is, ρIAE = 1.1, ρIAD =
0.9, wE = wD = 0.1, and ρCH = 0.1.

5. 1D simulation results

5.1. Purely enhanced pulse versus realistic density profile

As we know from observations, the density profile of a CW
that moves towards a CH does not only consist of a purely
enhanced pulse but also of a depletion that propagates behind

A136, page 4 of 15



Piantschitsch, I., et al.: A&A 679, A136 (2023)

Fig. 3. Temporal evolution of the density distribution of a CW–CH interaction for the 1D case. The upper panel shows the case of an incoming wave
that consists of a purely enhanced wave pulse, whereas the lower panel depicts the situation of a more realistic initial density profile, including
an enhanced as well as a depleted wave part. Next to the line profiles, we can see the corresponding time-distance plots. The black and the green
arrows point at the minimum density values of the simulated interaction which show good agreement with the analytical values based on the
reflection coefficient in Eq. (9). The blue and the red arrows show where the reflected wave, which still exhibits negative density values at that
time, starts getting pushed towards the background density level. We note that the temporal evolution of both situations can also be seen in online
Movie 1.

the enhanced part (rarefaction region; e.g. Muhr et al. 2011).
However, in numerical studies about CW–CH interaction, so far
only waves exhibiting a purely enhanced pulse were considered,
which do not reflect the actual wave profiles from the obser-
vations though. In this section, we show how significantly the
results for the reflected waves change when a more realistic den-
sity profile, including an enhanced as well as a depleted part,
is used to represent the incoming wave. In addition to that, we
analysed the simulation results for different initial density profile
setups, CH densities, and different CHB gradients.

Figure 3 shows the temporal evolution of the density distri-
bution of a CW–CH interaction including 1) a purely enhanced
wave pulse (upper panel) and 2) including a realistic density pro-
file, that is, the incoming wave consists of an enhanced as well as
a depleted part (lower panel). Next to the line profiles in Fig. 3,
we give the corresponding time-distance plots (at the right side).
These time-distance plots (and all the following time-distance
plots in this paper) show the density profile of the incoming
wave (along the y-direction and measured as distance from CW
source) as a function of the time (x-direction), therefore allowing
for a direct comparison between the properties of the incoming
wave and those of the reflected one.

The temporal evolution of the purely enhanced incoming
pulse in Fig. 3 results in a reflected wave with density values
below the background density (negative amplitude; see t7 − t15).
This is in accordance with what we know about the change in
the phase in the 1D case (see also Piantschitsch et al. 2020).
The reason for the smaller absolute value of the reflected wave
is the fact that a certain part of the incoming wave enters the
CH and, hence, there is no total reflection. The phase chang-
ing behaviour can be a different one for 2D cases due to super-
position effects of the reflected waves, though. As theoretical
results in Piantschitsch & Terradas (2021) show, depending on
the CH density and the incident angle, the reflected wave can
exhibit an enhanced or a depleted density amplitude; however,
for now we have stuck to the 1D case in which a clear phase

changing behaviour can be observed. The corresponding time-
distance plot in Fig. 3 exhibits this behaviour as well. However,
observational time-distance plots do not show such simple struc-
tures as in the time-distance plot in the upper panel of Fig. 3,
especially not shortly before and after the actual interaction
with the CH.

Therefore, we analysed the temporal evolution of the more
realistic initial density profile, including a depletion at its rear
part, which shows a quite different behaviour compared to a
purely enhanced pulse. Until the front (enhanced) part of the
incoming wave starts interacting with the CH, the shape of the
profile stays more or less constant (no strong shock-evolution
due to linear and weakly-nonlinear incoming waves). Starting
with the actual interaction, the temporal evolution of the den-
sity structure gets more complex than in the case of a purely
enhanced incoming wave. The incoming enhanced wave part
gets reflected and tries to undergo a phase change as in the
purely enhanced case and interacts on the way into the neg-
ative x-direction with the depleted part of the still incoming
wave which eventually leads to a large negative amplitude in
the reflected wave part (see black arrow in t11 in the lower
panel of Fig. 3). In the next step, when the depleted part of
the incoming wave starts interacting with the CH and, hence,
starts entering the phase changing process, the depleted part of
the reflected wave gets larger again (see red arrow in t12) and one
part of the reflected wave starts getting pushed towards the back-
ground density level (see blue arrow in t12) until it reaches ampli-
tude values above background density level (see t13). Eventu-
ally, the reflected wave, consisting of a depleted (moving ahead)
and an enhanced part (moving behind) travels into the negative
x-direction with lower amplitudes than the incoming wave (see
t14 and t15). The resulting reflected wave shows a clear structure,
similar to the incoming wave, consisting of an enhanced as well
as a depleted part; however, the interaction between the reflected
and still incoming wave parts is a more complex one and cru-
cial to understand the features in observational time-distance
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Table 1. Initial, minimum, a final density amplitude values for the a
purely enhanced incoming wave and a realistic initial density profile.

Purely enhanced Realistic initial
incoming wave density profile

Initial incoming density ρIA = 1.1 ρIA = 1.1
amplitude ρID = 0.9
Minimum interaction 0.95 0.85
density value
Final depletion value 0.95 0.95
of reflection

plots. By comparing the two time-distance plots in Fig. 3, we can
see the obvious difference between situations including a purely
enhanced pulse and situations in which an enhanced as well as a
depleted wave part is used to represent the incoming wave. It is
important to keep this difference in mind when it comes to study
observational time-distance plots of CW–CH interaction events
in further studies.

5.2. Analytical expressions for the reflection coefficient

The simulation results shown in Fig. 3 are consistent with the
analytical expressions for the so-called reflection coefficient
that have been derived in Piantschitsch & Terradas (2021). The
reflection coefficient, R, describes the changes in the amplitude
of the reflected wave with respect to the incoming wave, as fol-
lows:

R(θI, ρc) =
ρc sin θI − f (θI, ρc)
ρc sin θI + f (θI, ρc)

, (9)

where ρc is the density contrast (which is the ratio of the density
inside and outside of the CH), θI is the incident angle, and

f (θI, ρc) =


√
ρc − cos2 θI if θI ≥ cos−1

(√
ρc

)
,

−i
√

cos2 θI − ρc otherwise.
(10)

We can see that the reflection coefficient depends on only two
parameters, the density contrast, ρc, and the incident angle, θI.
Another result from Piantschitsch & Terradas (2021) is the fact
the density perturbation ratio can be written as:

ρ−1
ρ+

1
= R, (11)

where ρ−1 denotes the density amplitude of the reflected wave
(negative x-direction) and ρ+

1 denotes the density amplitude of
the incoming wave (positive x-direction), both propagating in the
first medium, that is, the quiet Sun in our case. These equations
provide information about how much the density amplitude of
the reflected wave decreases with respect to the incoming one.

The analytical results can, in a first step, be compared to
the simulation results shown in Fig. 3. If we assume an inci-
dent angle of 90◦ (θI = 90◦) and a density contrast of ρc = 0.1
(ρc = ρCH = 0.1 in this case because the density outside of the
CH is assumed to be 1.0), we obtain a reflection coefficient of
R ≈ −0.5 from the analytical expressions. This value is con-
sistent with the 1D simulation of the purely enhanced incom-
ing wave (upper panel of Fig. 3), where we can see that the
final reflected (and lowest) density amplitude is approximately
half of the incoming density amplitude (see green arrow). In the

case of a more realistic initial density profile (lower panel in
Fig. 3), the simulations are also consistent with the analytically
derived reflection coefficient. In this case, we can see that when
the reflected wave (reflected depletion) interacts with the still
incoming depletion, the sum of the incoming depleted density
amplitude ρIAD and the reflection coefficient, R, times the incom-
ing enhanced density amplitude, ρIAE, is approximately 0.85 (i.e.
ρIAD + R(ρIAE − ρ0) ≈ 0.85, see black arrow), the density value
that can be seen in the lower panel of Fig. 3. These results show
clearly the consistency between the 1D simulation results and
the analytical expressions for the reflection coefficient.

Table 1 shows the initial, minimum, and final depleted den-
sity amplitude values for the purely enhanced incoming wave
and for the realistic initial density profile in the 1D case. It can
be seen that the main difference between the two situations is the
minimum interaction density value. In the situation of the purely
enhanced incoming wave, the density value is never below 0.95
which is also the final depleted value of the reflection. The inter-
action including a realistic initial density profile, on the other
hand, leads to a minimum density value of 0.85. This is the rea-
son why we see the depleted (dark blue) area in the center of the
second time-distance plot in Fig. 3. However, the final depleted
density value in this case is equal to 0.95 and, therefore, it has
the same value as that found in the interaction with the purely
enhanced incoming wave.

5.3. Parameter studies in 1D

In this subsection, we describe how we varied the different initial
parameters in the 1D simulation (CH density, depletion ampli-
tude, depletion width, and CHB width) and we analyse the tem-
poral evolution of the density profiles and the corresponding
time-distance plots.

In Fig. 4, we can see the temporal evolution of a CW–CH
interaction, including a realistic density profile for different CH
densities. Figure 4a depicts the initial setup for this interaction
process including three different cases for the CH density (ρCH =
0.1, ρCH = 0.3, and ρCH = 0.5). The initial enhanced amplitude,
ρIAE, is equal to 1.1; the initial depleted amplitude, ρIAD, is equal
to 0.9; and the widths of enhanced and depleted incoming wave,
wE and wD, are both equal to 0.1. In Fig. 4b, we can see how one
part of enhanced incoming wave starts entering the CH, while
another part starts getting reflected. Figure 4c shows how the
reflected part of the enhanced incoming wave changes its phase
and exhibits density values below background density. The sub-
sequent superposition of the reflected wave (with changed phase)
and the depleted part of the still incoming wave leads to density
values below 0.9, which are smaller than the initial depletion
amplitude of the incoming wave (see Figs. 4, d and e). When
the rear (and depleted) part of the incoming wave starts inter-
acting with the CH, it starts pushing some part of the wave first
towards background density (see e and f) and eventually above
background density (>1.0, see g). The final reflected density pro-
file consists again of a depleted (moving ahead) and an enhanced
part (moving behind) but with lower amplitudes than those of the
incoming wave. Small CH densities lead to large amplitudes in
the reflected wave (see Fig. 4, i) and also to more visible inter-
action features during the superposition of the reflected and the
still incoming wave (see e and f).

Figure 5 shows the temporal evolution of a CW–CH inter-
action, including a constant enhanced initial amplitude (ρIAE =
1.1), a constant CH density (ρCH = 0.1), and constant initial
widths (wE = wD = 0.1), but different initial depletion ampli-
tudes (ρIAD = 0.95, ρIAD = 0.9, and ρIAD = 0.8). The interaction
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Fig. 4. Temporal evolution of the density distribution of a CW–CH interaction including a realistic density profile for different CH densities
(ρCH = 0.1, ρCH = 0.3, and ρCH = 0.5), but with constant values for the initial enhancement and depletion amplitudes (ρIAE = 1.1, ρIAD = 0.9) and
constant initial widths (wE = wD = 0.1).

process in this case is similar to the one with different CH den-
sities, that is, we can again see the reflection, phase changes,
superposition effects of reflected and still incoming wave parts,
and eventually a reflected wave that includes an enhanced as well
as a depleted part – just with opposite phase and lower amplitude
values with regard to the incoming wave. The main difference to
the situation in which the enhanced and the depleted amplitude
are both equal to 1.1 is that: 1) the very small density values dur-
ing the superposition process close to the CH and 2) the larger
enhanced component of the reflected wave (resulting from small
initial depletion amplitudes and the phase change).

In Fig. 6, we can see the temporal evolution of a CW–CH
interaction, including constant initial enhancement and deple-
tion amplitudes (ρIAE = 1.1, ρIAD = 0.9), a constant CH density
(ρCH = 0.1), a constant initial width for the enhanced part of the
incoming wave (wE = 0.1), but different initial widths for the
depleted part of the incoming wave (wD = 0.1, 0.15, 0.2). Again,
we see a similar behaviour as in the parameter studies described
above in Figs. 4 and 5. The main difference (as can be expected)
can be seen in the width of the reflected enhanced part, that is,
the larger the initial depleted width of the incoming wave, the
larger the width and the larger the amplitude of the enhanced
reflected wave component.

Figure 7 shows the temporal evolution of a CW–CH inter-
action with a constant initial density profile and varying CHB
widths (sharp gradient and two smooth CHB gradients). The
results show that a sharp gradient leads to a larger enhanced
reflected wave part and a smaller width of the enhanced reflec-
tion, whereas a very smooth CHB gradient results in lower
enhanced reflected density amplitudes and a larger width of the
enhanced reflection.

Overall, we can see that the strongest interaction effects
can be obtained by combining large initial amplitudes (lim-

ited to linear and weakly non-linear waves), small CH
densities, large initial widths, and sharp CHB gradients.
Figure 8 shows these effects in the corresponding time-distance
plots.

6. 2D simulation results

6.1. Initial conditions

Once we have analysed the basic features in the 1D case of CW–
CH interaction, it is crucial to study the 2D case with a realis-
tic density profile (enhanced and depleted incoming wave parts)
and different incident angles. As an initial setup for the incoming
wave we chose those parameters that showed the strongest inter-
action effects in the 1D case, namely, ρIAE = 1.1, ρIAD = 0.8,
wE = 0.1, wD = 0.2, and a sharp gradient representing the CHB.
In addition, we chose three different paths along which the cor-
responding time-distance plots are created, in order to address
the observational situations in which usually a clear and unique
path for the propagation direction of the wave cannot be defined.
In Fig. 9, we can see this initial 2D setup including the depleted
part of the incoming wave (blue vertical structure), the enhanced
part of the incoming wave (red vertical structure), the three paths
along which we created the time-distance plots (path 1, path 2,
and path 3), and the four different incident angles (α1, α2, α3,
and α4).

6.2. Analysis of 2D simulation results and corresponding
time-distance plots

For the analysis of the simulation results in the 2D case,
we focussed on analysing the temporal evolution of the den-
sity structure and specifically on studying the corresponding
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Fig. 5. Temporal evolution of the density distribution for different initial depletion amplitudes (ρIAD = 0.95, 0.9, 0.8) but with a constant initial
enhanced amplitude (ρIAE = 1.1), constant enhancement, and depletion widths (wE = wD = 0.1), and a constant CH density (ρCH = 0.1).

time-distance plots as they are supposed to be used to directly
compare the simulated interaction effects to actual observed
interaction events. Figure 10 shows the temporal evolution of
the 2D density distribution of a CW–CH interaction includ-
ing a realistic density profile and four different incident angles.
We can see that larger incident angles (e.g. α1 = 80◦ and
α2 = 70◦) in combination with a realistic initial density pro-
file lead to a more linear structured reflected area with reflec-
tion areas that hardly reach the high enhanced amplitudes of
the incoming wave. Smaller incident angles (such as α1 = 65◦
and α2 = 55◦), on the other hand, result in enhanced reflected
amplitudes that are much larger than the incoming ones and
the reflected area exhibits a much more bended density struc-
ture. There is one more important implication that can be drawn
from the temporal evolution of the density structure in Fig. 10.
The strongly enhanced reflection (dark red structures at the end
of the temporal density evolution) does not move along the
path of the incoming wave, nor along the reflected wave path;
instead, due to superposition effects and the continuously incom-
ing and interacting CW, it moves in a somewhat perpendicular
direction to the incoming wave, while constantly changing its
bended structure. This is important information with respect to
the interpretation of observational data of CW–CH interactions
effects.

In Fig. 11, we can see the time-distance plots based on
the temporal evolution of the density structure in Fig. 10, cre-
ated along the three different paths (path 1, path 2, and path
3) described in the initial conditions of Fig. 9. The first panel
in Fig. 11 shows the CW–CH interaction including the inci-
dent angle α1 = 80◦ and a CH density of ρCH = 0.1 along the
three different paths. As already observed in Fig. 10, the shape
of the reflected wave is almost as linear as the incoming one
and the density amplitude of the reflected wave does not reach

the values of the initial incoming wave. Also, the shape of the
reflected wave stays more or less the same along the three dif-
ferent paths, whereas the enhanced amplitude decreases from
path 1 to path 3 for the scenario including the angle α1. In
the case of the incident angle α2, the situation already looks
slightly different. We can see that the shape of the enhanced
reflected wave part starts getting bent (α2 along path 1) and
that this bent shape exhibits an even larger amplitude and a
more complex structure along the other paths (α2 along path 2
and path 3). Overall, we can see that first, the smaller the inci-
dent angle, the larger the enhanced amplitude of the reflected
wave and the more bent its density structure and, secondly,
the farther the path is from the first interaction point (e.g.
path 1 is close and path 3 is farther away), the more complex
the reflected interaction structure and the larger the enhanced
amplitudes.

A common method that is used to derive the phase speed
of the reflected wave from observational data is to draw a line
along the assumed propagation direction and generate a time-
distance plot out of it. This method, however, is valid only in
case the path for the incoming wave is exactly the same one as
the slot chosen for the reflected wave. But in our case, we have
to consider what we see in the 2D density distribution of Fig. 10,
namely, the change in the shape of the reflected wave and the
propagation direction (which is definitely not the same as that
of the incoming wave). These results should also be considered
when interpreting observational time-distance plots of CW–CH
interactions.

In this study, we used the same path for the incoming and
the reflected wave to create the time-distance plots, which is
why we have to be careful regarding the interpretation of the
actual reflected phase speed. But even if we try to determine
a path along which the largely enhanced part of the reflected
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Fig. 6. Temporal evolution of the density distribution for different initial depletion widths but with constant initial enhancement and depletion
amplitudes and a constant CH density.

wave propagates, we also have to consider the bendend density
structure and the continuous change of this structure during the
interaction process. This means that one single slot for the whole
propagation period of the reflected wave will not be sufficient to
analyse the phase speed comprehensively in general, neither in
the simulations nor in the observations.

What can be seen in all the time-distance plots of Fig. 11 is
the dark blue structure in the centre, which depicts the period in
which the reflected part of the enhanced incoming wave under-
goes a phase change (from enhanced to depleted) and interacts
with the depleted and still incoming wave. This superposition
leads to a depleted density value that is smaller than the depleted
amplitude of the initial incoming wave. During this period, no
enhanced reflected wave part is visible, however, this dark blue
structure is not completely symmetric. It exhibits a small bump
that points into the direction towards the upper left part of the
plots. This bump, which continues into the direction of the green
and yellow area, depicts the motion of the first reflected wave
part that travels through the still incoming rear part of the wave
until it reaches (due to superposition effects) the smallest den-
sity values and finally propagates as a slightly depleted reflec-
tion (light green structure) away from the CH. In the cases of the
smaller incident angles, α3 and α4, we can also see a small dark
red structure at the left side of the large depleted area, at around
t = 100 for path 1 and at around t = 220 for path 2 (see also t3
and t4 in Fig. 10). This structure arises due to the small incident
angle of the incoming wave (and therefore of the reflected wave)
in combination with the still incoming enhanced wave part. In
Fig. 10, we can see that this dark red structure moves paral-
lel to the incoming wave and thus explains the superposition of
enhanced wave part directly at the CHB.

Up to this point, our study has been focussed on the anal-
ysis of time-distance plots with only a small CH density, that
is, ρCH = 0.1. In the last part of the section, we want to
discuss the differences with respect to situations that include
larger CH densities, that is, ρCH = 0.3 and ρCH = 0.5. From
Piantschitsch & Terradas (2021), we know that the CH density
determines the angles at which the phase of the reflected wave
changes, therefore, it is relevant to investigate the time-distance
plots for different CH densities. Figure 12 shows the time-
distance plots for the smallest and the largest incident angle,
α1 and α4, along the three different paths (path 1, path 2, and
path 3) and for three different CH densities (ρCH = 0.1, ρCH =
0.3, and ρCH = 0.5). The first case, where ρCH = 0.1, is dis-
cussed in Fig. 11, but in this plot, we compare it to the situa-
tions including larger CH densities. The time-distance plots for
ρCH = 0.3 and ρCH = 0.5 show, first and foremost, that the
interaction features (i.e. the large depleted area in the centre and
the enhanced reflected wave amplitude) are not that strong as
in the case of ρCH = 0.1. In none of these cases do we see the
enhanced reflected amplitude reaches a value that is larger than
the incoming enhanced amplitude, not even for small incident
angles. However, a small CH density is not sufficient to achieve
a large reflected amplitude, it has to be combined with a suffi-
ciently small incident angle.

Overall, and this is one of the key results of this paper, this
means that an initial density profile that includes an enhanced as
well as a depleted part, together with a sufficiently small incident
angle and a small CH density lead to large reflected amplitudes
and also to large phase speeds with respect to the incoming phase
speed. If only one of these conditions is not satisfied, a large
reflected density amplitude cannot be achieved.
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Fig. 7. Temporal evolution of the density distribution for different initial CHB gradients (one sharp gradient and two smooth CHB gradients) and
a constant initial wave density profile, i.e. constant initial density amplitudes (ρIAE = 1.1, ρIAD = 0.9) and constant initial widths (wE = wD = 0.1).

6.3. Analytical expressions and comparison to simulation
results in the 2D case

As in the 1D case, we want to compare the 2D simulation results
to the analytical expressions derived in Piantschitsch & Terradas
(2021) and again make use of the Eqs. (9) and (11). As men-
tioned above, these equations provide us information about the
reflection coefficient that describes the changes in the ampli-
tude of the reflected wave with respect to the incoming wave
and depends only on the density contrast and the incident angle.
By combining Eqs. (9) and (10), we can see that the reflec-
tion coefficient is real if θI ≥ cos−1

(√
ρc

)
and imaginary oth-

erwise. For the comparison with the density values in the simu-
lations, we focus on situations including a real reflection coef-
ficient. In the case of a small CH density of ρCH = 0.1 this
requirement is only met for the incident angle, α1, for a larger
CH density, such as ρCH = 0.5, and the reflection coefficient R
is real for all the incident angles used in this study. All these
cases fulfill the condition that the incident angle is larger than
cos−1

(√
ρc

)
. For ρCH = 0.1 and the incident angle α4 = 55◦

the reflection coefficient R(55◦, 0.1) ≈ −0.46. That implies that
the minimum density value during the interaction, which is the
sum of the incoming depleted amplitude and R times the incom-
ing enhanced density amplitude minus the background density,
is approximately 0.754 (ρIAD + R(ρIAE − ρ0) ≈ 0.754 ). This
value is consistent with the density values of the depleted area in
the centre of the time-distance plots in the first panel of Fig. 11
and shows once more the agreement between the simulation
results and the analytical expressions. An analogous compari-
son can be performed, for instance, for a large CH density such
as ρCH = 0.5 and all four incident angles: α1 = 80◦, α2 = 70◦,
α3 = 65◦, and α4 = 55◦. Here, we obtain the following val-
ues for the corresponding reflection coefficients: R(80◦, 0.5) ≈

−0.1635, R(70◦, 0.5) ≈ −0.1369, R(65◦, 0.5) ≈ −0.1187, and
R(55◦, 0.5) ≈ −0.0049. If we use these analytically derived coef-
ficients again to calculate the minimum depletion value, which
occurs when the first part of the reflected wave interacts with the
still incoming depletion, we obtain minimum density values of
approximately 0.7837, 0.7863, 0.7881, and 0.7995 for α1, α2,
α3, and α4. Again, these values show good agreement with the
density values from the simulations, as we can see in the last
panel of Fig. 12.

The angle that distinguishes the situation of a real reflec-
tion coefficient from an imaginary one in Eq. (10) was previ-
ously derived in Piantschitsch & Terradas (2021), referred to as
the critical angle, θC, expressed as:

θC = cos−1 (√
ρc

)
. (12)

This angle separates the situation of full reflection from a sit-
uation that includes transmission, that is, incident angles above
the Critical angle lead to transmitted waves, whereas incident
angles below the critical angle result in pure reflections (for
details, see Figs. 7 and 8 in Piantschitsch & Terradas 2021).
This angle is properly defined when ρ02 < ρ01 (the case for
CHs) because the argument of cos−1 must always be between
−1 and 1. (Here, ρ01 denotes the density in the first medium and
ρ02 denotes the density in the second medium.) In the case of
ρ01 < ρ02, there is no critical angle and this corresponds, for
example, to any CW that propagates in the coronal medium and
interacts with coronal loops which exhibit a larger density than
their environment.

In Piantschitsch & Terradas (2021) analytical expressions
for other specific angles were derived as well. These angles
show how the CH density determines whether an incoming wave
gets totally reflected or partially transmitted, respectively, and at
which angle the phase of the reflected wave changes (enhanced
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Fig. 8. Time-distance plots for different CH densities (first panel), dif-
ferent initial depletion amplitudes (second panel), different initial deple-
tion widths (third panel), and different CHB widths (fourth panel).

into depleted wave or vice versa). A crucial angle in this context
is the so called Brewster angle, θB, which is expressed as:

θB = cos−1
(√

ρc

1 + ρc

)
, (13)

where ρc denotes the density contrast (ratio of the CH density
to the density of the quiet Sun). The Brewster angle represents a
situation in which perfect transmission takes place, that is, there
is no reflection at the CHB at all. Another important incident
angle which separates enhanced from depleted reflection is that
so-called phase inversion angle, θP, as follows:

θP = cos−1


√
ρc + ρ2

c

1 + ρ2
c

 , (14)

where ρc denotes again the density contrast. For linear waves,
this implies that an enhanced incoming wave with an incident
angle between the Brewster angle and the phase inversion angle
gets reflected as an enhanced wave, whereas incoming waves
that exhibit an incident angle outside of this range undergo a
phase change and propagate as depleted reflections (for details
see Piantschitsch & Terradas 2021). For a CH density of ρCH =
0.1, for instance, we know that the Brewster angle, θB, is equal
to 72.5◦, the phase inversion angle, θP, is equal to 70.8◦, and the
critical angle, θC, is equal to 71.6◦. We can see that in the case
of a small CH density these values are very close to each other,
also meaning that only a small change in the incident angle is
sufficient to turn a case of full transmission into a case of no

Fig. 9. Initial conditions for a 2D case of CW–CH interaction with a
realistic density profile for the incoming wave (ρIAE = 1.1, ρIAD = 0.8,
wE = 0.1, wD = 0.2), constant CH density (ρCH = 0.1), and four dif-
ferent incident angles (α1 = 80◦, α2 = 70◦, α3 = 65◦, and α4 = 55◦.).
The corresponding time-distance plots for this interaction are generated
along the depicted paths (path 1, path 2, and path 3).

transmission at all. This information is crucial with respect to
the interpretation of CW–CH interaction effects seen in observa-
tional data as well.

These results are based on a linear approach and only purely
enhanced incoming waves have been considered. However, we
have to keep in mind that the phase change depending on the
density contrast and the incident angle in combination with a
realistic density profile have to be considered when interpreting
the simulated interaction results in this study. Nonetheless, the
analytical expressions for these angles provide important infor-
mation about the behaviour of the reflected wave for different
CH densities and show good agreement with the simulations per-
formed in this study.

Another interesting aspect in the course of studying CW–CH
interaction, besides the properties of the reflected wave, is the
transmission coefficient and how it is related to the reflection
coefficient. Studying the properties of the transmitted wave in
detail is out of the scope of this study, but we want to mention
that in Piantschitsch et al. (2020) and Piantschitsch & Terradas
(2021), we previously published theoretical results about the
properties of the transmitted wave during a CW–CH interac-
tion event. In that paper, we also discuss how the transmis-
sion coefficient is related to the reflection coefficient in such
situations.

7. Conclusions

In this study, we performed the first time 2D MHD simulations
of a CW–CH interaction, including a realistic initial wave den-
sity profile that consists of an enhanced as well as a depleted
wave part. We vary several initial parameters, such as the ini-
tial density amplitudes of the incoming wave, the CH density,
and the CHB width, and we analyse the effects of different
incident angles on the interaction features. The corresponding
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Fig. 10. Temporal evolution of the 2D density distribution for a CW–CH interaction with a realistic density profile that includes a depleted (blue
vertical structure) and an enhanced wave part (red vertical structure), and four different incident angles, α1 = 80◦, α2 = 70◦, α3 = 65◦, and
α4 = 55◦. Note: the temporal evolution shown in the last panel can also be seen in Movie 2, which accompanies this paper.

time-distance plots are used to detect specific features of the
incoming and the reflected wave. The main results are sum-
marised as follows:
1. For the first time, a density profile including an enhanced and

a depleted part has been used to simulate the incoming wave
in a CW–CH interaction process. The resulting interaction
features are significantly different to those obtained by sim-
ulations using a purely enhanced pulse as initial incoming
wave (see Fig. 3 and Movie 1). These differences include:
a depletion area in the centre of the time-distance plots in
which no wave part above background density level is visi-
ble and large reflected density amplitudes with respect to the
incoming ones (see Figs. 10 and 11 and Movie 2).

2. We performed parameters studies, varying the initial density
amplitudes, the initial widths of the wave, the CH density,
and the CHB width, and we found that small CH densi-
ties, large initial amplitudes, large initial widths and a steep
CHB gradient lead to the strongest interaction results (see
Figs. 4–7).

3. By varying the incident angle in the 2D simulations, we
found that small incident angles lead to stronger superpo-
sition effects and therefore result in larger reflected den-
sity amplitudes and a more complex density distribution of
the CW–CH interaction process (see Figs. 10 and 11, and
Movie 2).

4. As a key result of the simulations in this study, we found that
a large reflected density amplitude visible in some observa-
tional interaction events can be obtained with a sufficiently
small CH density in combination with a small incident angle
and a realistic initial density profile of the incoming wave.
If only one of these conditions is not satisfied, the large
reflected density amplitude cannot be achieved (see Figs. 11
and 12). Again, this demonstrates the importance of includ-
ing both an enhanced and a depleted wave part in the initial
setup of the incoming wave.

5. The density contrast plays a crucial role in two respects:
First, a small CH density enhances the effects (amplitudes)
on the reflected wave in a direct way (see Fig. 4). Second, the
density contrast also determines the angle which separates
situations of full reflection from those that include transmis-
sion (see Eq. (12)) and also defines the angle at which the
wave undergoes a phase change (see Eq. (14)), thus implic-
itly influencing the properties of the reflected wave in an
additional way.

6. The parameter studies in this work are intended as the initial
step of a tool that reconstructs actual observational interac-
tion events with the help of MHD simulations. By compar-
ing the simulated time-distance plots to those created from
observations, we aim to build a subsequent step for deriv-
ing interaction parameters from the observed interaction
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Fig. 11. Time-distance plots based on the temporal evolution of the density structure in Fig. 10 along the three different paths (path 1, path 2, and
path 3) described in the initial conditions of Fig. 9.

events, which usually cannot be obtained directly from the
measurements.

In this paper, we have aimed to combine information about
observational measurements, such as the CH density, the ini-
tial density amplitudes of CWs, and CHB widths, with numer-

ical MHD simulations of CW–CH interactions, along with the-
oretical results that provide analytical expressions for incident
angles that influence the interaction process. We want to empha-
sise that in this study we are interested in linear and weakly
non-linear CWs with a compression factor of around 1.1 or less.
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Fig. 12. Time-distance plots for the smallest and the largest incident angle, α1 and α4, along the three different paths (path 1, path 2, and
path 3), and for three different CH densities, ρCH = 0.1, ρCH = 0.3, and ρCH = 0.5. The amplitudes of the initial density profile are ρIAE = 1.1 and
ρIAD = 0.8, the initial widths are wE = 0.1, and wD = 0.2, and we used a constant CH density, ρCH = 0.1.
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The interaction results naturally change for interactions includ-
ing strongly non-linear waves that lead to the evolution of shocks
and other features.

We also have to keep in mind that we are considering an ide-
alised situation characterised by zero gas pressure and a homo-
geneous magnetic field. We note that a more realistic magnetic
field topology will be included in future studies. Another ideal-
isation featured in this paper is the simplified shape of the CH.
The influence of different CH geometries on CW–CH interaction
effects is beyond the scope of this paper, but these aspects will
be addressed in a follow-up study.

The parameter studies in this paper are considered a first step
in reconstructing an actual interaction event. In a next step, we
will compare the simulated time-distance plots to actual obser-
vations and try to derive interaction parameters from an observed
CW–CH interaction event. By analysing the observational time-
distance plots and comparing them to the time-distance plots
based on the results of our numerical simulations, we will be
able to derive interaction parameters from the observed CW–CH
interaction event that typically cannot be determined directly.

We believe that the results in this study can impact other sim-
ulations of coronal dynamics, such as the interaction of waves
with prominences (e.g. Liakh et al. 2023) or other processes
where the initial density profile of the CW plays a crucial role.
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Samara, E., Magdalenić, J., Rodriguez, L., et al. 2022, A&A, 662, A68
Saqri, J., Veronig, A. M., Heinemann, S. G., et al. 2020, Sol. Phys., 295, 6
Thompson, B. J., Plunkett, S. P., Gurman, J. B., et al. 1998, Geophys. Rev. Lett.,

25, 2465
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