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Abstract Reservoir computing (RC) is a powerful machine-learning method-
ology well suited for time-series processing. The hardware implementation of
RC systems (HRC) may extend the utility of this neural approach to solve
real-life problems for which software solutions are not satisfactory. Neverthe-
less, the implementation of massive parallel-connected reservoir networks is
costly in terms of circuit area and power, mainly due to the requirement of
implementing synapse multipliers that increase gate count to prohibitive val-
ues. Most HRC systems present in the literature solve this area problem by
sequencializing the processes, thus loosing the expected fault-tolerance and
low latency of fully parallel-connected HRCs. Therefore, the development of
new methodologies to implement fully-parallel HRC systems is of high interest
to many computational intelligence application requiring quick responses. In
this article, we propose a compact hardware implementation for Echo-State
Networks (an specific type of reservoir) that reduces the area cost by simplify-
ing the synapses and using linear piece-wise activation functions for neurons.
The proposed design is synthesized in a Field-Programmable Gate Array and
evaluated for different time-series prediction tasks. Without compromising the
overall accuracy, the proposed approach achieves a significant saving in terms
of power and hardware when compared with recently published implementa-
tions. These techniques pave the way for the low power implementation of
fully-parallel reservoir networks containing thousands of neurons in a single
integrated circuit.
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1 Introduction

Although the majority of artificial neural networks (ANNs) are implemented in
software using conventional processors, numerous applications require the use
of specific hardware [1]. Unlike general-purpose sequential processors, specific
integrated circuits realizing ANN models can take advantage of the inherent
parallelism in the neural processing. In general, specialized ANN hardware
supporting or replacing software may be beneficial in terms of speed, power
requirements, reliability and cost [2, 3]. For example, hardware neural net-
works (HNNSs) can be used to speed up the neural processing in high-volume
real-time applications, such as computer vision tasks [4], image search [5] and
data mining [6]. On the other hand, energy-efficient HNNs are demanded in
autonomous/mobile applications constrained in terms of power supply, such
as the control of machines and industrial processes [7], distributed sensory net-
works [8], portable medical applications [9] or handwriting and speech recog-
nition systems [10]. A great research effort has been made to develop efficient
HNN implementations, which has been mainly focused on the design of the
non-linear sigmoidal activation function using either digital [11, 12, 13] or ana-
logue [14] circuits. However, the application of the internal weights present in
ANNSs sharply constrains the parallel implementation of massive networks in a
single chip. This is evident when using digital hardware, which requires large
resources, and especially in field-programmable gate arrays (FPGAs) [15]. The
use of approximate multipliers [16] and stochastic computing [15] has been pro-
posed as possible solutions to reduce the hardware requirements at the cost of
accuracy loss. Nevertheless, this shortcoming is assumable when dealing with
computational intelligence applications in which input data may present large
degrees of uncertainty and the processing to be done consists in recognizing
generic patterns.

Reservoir computing (RC) is an affordable technique to implement and
train recurrent neural networks (RNNs) that is suited to processing temporal
information and providing outstanding performance on time-series prediction
and classification tasks [17]. RC has been successfully applied in numerous do-
mains, such as robot control [18], image/video processing [19], wireless sensor
networks [20], financial forecasting [21] or the monitoring of physiological sig-
nals [22]. Fast and efficient hardware designs implementing RC systems can be
interesting for these applications, which require real-time intensive data pro-
cessing and/or the use of low-power devices to ensure a long battery lifetime.
Numerous implementations of the RC concept have been proposed through
the use of unconventional hardware platforms [17] and even some FPGA re-
alizations [23, 24]. As a drawback, most of them are sequentially operated to
enable a reduced use of resources, which compromises the processing speed.
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Fig. 1 (a-b) Reservoir Computing architectures: (a) general architecture of RC where all
connections (W;,, and W) are random and fixed except those from the reservoir to the
output units (Wout), which are trained for each specific task; (b) reservoir with simple
cyclic topology

The reservoir computing scheme belongs to a wider category, the ANN with
non-iterative learning that present a much more simple and fast configuration
methodology if compared with other types of networks.

In this article, we present a fully parallel implementation realizing large
reservoir computing systems with very few hardware resources. The proposed
digital hardware design presents a low power dissipation and a reduced number
of hardware resources when compared to conventional digital solutions. As a
demonstration of the validity of the approach, we implement a large reservoir
network within an FPGA and evaluate its performance for three traditional
benchmarks on time-series processing (Santa-Fe and Mackey Glass chaotic os-
cillator prediction tasks and the equalization of a non-linear communication
channel). The results are compared with previously-published hardware imple-
mentations of Reservoir Computing systems. We summarize the contributions
of this work as follows:

— We propose a compact methodology for the hardware implementation of
Echo-State Networks (ESN).

— The proposed model enable the implementation of fully parallel-connected
ESN, thus implying a higher processing speed if compared with sequentially-
based solutions.

— The proposed methodology present an accuracy similar than other hard-
ware applications while overall performance (speed-power) is significantly
enhanced.

2 Related work

Different approaches have been proposed for the implementation of Reservoir
computing in electronic systems, most of them based on sequential architec-
tures architectures. Three main types of implementing technologies can be
differentiated (analog, digital and optoelectronic). In the work implemented
by Soriano et al. [25] we find a mixed analog/digital solution using a delayed-
feedback architecture. The incoming signal is pre-processed using a mask and
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converted to an analog signal to stimulate a Mackey-Glass analog oscillator
that use two operational amplifiers. The output signal of the oscillator is dig-
italized and stored in a register to be feedback with the incoming signal. The
output is also digitally post-processed to evaluate the result of the reservoir.
The model is applied with success to speech recognition and for time-series
forecasting. The main drawback of this approximation is the excessive delay
present within the analog block if compared with fully digital implementations
as the the work proposed by Alomar et al. [24]. In this study, a fully digital
version of the Soriano’s design is implemented with the difference of substi-
tuting the analog non-linear oscillator by a digital one. The proposed model
is applied to time-series forecasting and temporal series recognition. The work
present a low power and a moderate speed due to the sequential nature of
the architecture (based on the implementation of the delay-based oscillator).
A fully-parallel FPGA implementation is developed later by the same au-
thors [23] in which an stochastic approach is used. Stochastic computing is an
emerging unconventional processing methodology that substitute the wide bus
connectors used by traditional binary circuits by single switching bits (coding
the stochastic signals). With this technique, complex binary multipliers can be
substituted by single logic gates and therefore a fully-connected network with
thousands of interconnected neurons can be easily built. The main drawback
of this approach is the long latency period to convert the switching signals to
binary ones (needed when a given result must be properly stored). Other works
are based on an optoelectronic implementation [26, 27, 28], also dependent on
a sequential architecture and normally applied to time-series forecasting and
speech recognition. Those designs present an impressive processing speed due
to their photonic nature, nevertheless the full experimental setting may present
a considerable power dissipation. Recently, a fully-parallel photonic recurrent
neural network has been implemented using an optoelectronic technology for
ultra-fast signal processing [29]. In this work, up to 2025 diffractively coupled
photonic nodes is implemented in a large-scale recurrent neural network. The
model provide a good performance in terms of computational efficiency.

Therefore, most research in RC circuit implementation is based on the
sequentializing the process, thus limiting the processing speed. All the above
mentioned implementations are compared in the tables with the proposed
model in terms of accuracy, power and processing speed (when this information
is available in the references).

3 Methodology
3.1 Notation

We first define some common notation[30, 31, 32] followed in this work. In
particular, we use bold capital letters (e.g. X) and bold lowercase letters (e.g.
x) to denote matrices and vectors respectively. We employ non-bold letters
(e.g. x) to represent scalars, and Greek letters (e.g. 3) to represent parameters.
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All vectors are assumed to be in column form. Finally, the hat symbol is used
to denote approximations performed by the machine learning system (e.g. y
is an approximation of y).

3.2 Echo-State Networks principles

ESN differs from previous RNN techniques in that conventional RNNs tune
all the synaptic weights between neurons to perform specific tasks whereas in
ESN most weights are randomly chosen and kept fixed (see Fig.1a). Only the
connections from the fixed RNN (termed the reservoir) to a non-recurrent out-
put layer (the readout) are modified by learning. This strategic design avoids
the need for complex back-propagation of the errors over the dynamic part of
the network reducing the training to a classical linear regression problem.

The architecture of a reservoir computing system consists of a total of N
internal processing nodes (the neurons) each one providing a given value z;(k),
where ¢ € {1,2,.., N} is the neuron index, k represents the evolution during
time (k € {1,2,...,L}) and L is the total number of samples taken from the
reservoir. Therefore, the time evolution of internal nodes of the reservoir is
described by a matrix with L rows and N columns X (the design matrix).
The state of the network at a given time k is defined by the kth row of the
design matrix and the time evolution of the ith neural output is stored in the
ith column. The output response of the reservoir is computed in two phases:
First, the current reservoir state [x(k)] is updated according to a nonlinear
function of the weighted sum of the neuron inputs [M external time-dependent
inputs w(k) = (u1(k), uz(k),...,upr(k))"], and N internal ones coming from
the reservoir’s neurons evaluated in the previous time step, following the next
expression:

(k) = [ [Winu(k) + Wa(k - 1)] 1)
where f is a non-linear function (called the activation function f : RV — R¥Y)
while W;,, and W are two N x M and N x N weight matrices respectively.
In a second phase, a total of Q outputs [§(k) = (§1(k), G2(k), ..., o (k))"] are
obtained as a linear combination of the reservoir states:

4(k) = Wourm(k) (2)
where Wyt is a Q X N weight matrix that is obtained using a linear regression
with respect the expected outputs [y(k) = (y1(k), y2(k), ..., yo (k)" ].

3.3 Training methodologies

Defining Y as the feature matrix of L x ) to be approximated by the network
(composed of L row vectors of ) elements y(k)), we have that Wy, may be
estimated using the Moore-Penrose pseudo-inverse:

wZ, = (XTx) ' xTY (3)

out —
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In the reservoir computing scheme, matrices W;,, and W are taken fixed
while Wj,+ is conveniently trained using expression 3 or other similar linear
fitting. If some columns of the design matrix X are linearly dependent, the
maximum possible number of elements of the weight matrix are set to zero to
obtain a basic solution, and only the independent columns are considered. To
remove the dependent columns of matrix X, the rank-revealing QR decom-
position is used. Therefore, the design matrix is factorized X = QR, where
Q@ is the orthogonal matrix and R an upper triangular matrix. The weight
coeflicients associated to the X dependent columns are equated to zero. For
this special case, the nonzero widths are calculated as:

W () = RT'QTY (4)
where R and Q are reduced versions of R and @ only considering the non-zero
columns of @ and removing the rows and columns of R that are associated
to the dependent columns of X . Parameter £ corresponds to a selection that
only considers the independent components [33, 34] Therefore, if r is the rank
of matrix X, then Risarxr square matrix and Q is a L X r matrix. A new
set of descriptors that are linearly independent can therefore be obtained as
X =X =QR.

More accurate linear regression models can be used as the Generalized
Least Squares (GLS). Defining 2 as the conditional variance of the error
term given X (2 = Cov[e|X]), a more accurate expression for Wy, can be

derived by minimizing the squared Mahalanobis length of the residual vector
e=Y —Wou X.

Wou = argmin { (y - W'X)72"(y - W'X) } (5)
The estimator therefore has the explicit expression of:
wl,=(XT'x)'xTQ 'y (6)

This method is useful when having heteroscedasticity and autocorrelation
in the error values e. Theoretical and empirical discussion on differences be-
tween GLS and the Ordinary Least Square (OLS) methods can be found in
[35].

3.4 Low cost hardware implementation of Echo-State Networks

The nonlinear activation function used in (1) is usually selected to be the hy-
perbolic tangent function. The number of neurons employed in ESNs is usually
high (typically between 50 and 1000, although some applications require much
larger networks to achieve the desired accuracy [19]), which makes particularly
challenging the hardware implementation of these systems if parallelism has
to be maintained. Given the large number of products to be implemented due
to the high number of synapses, multipliers expend a significant portion of the
integrated circuit resources if we want to use a parallel scheme. We propose
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to avoid the use of the synapses’” multipliers by limiting the possible weights
to integer powers of two and sums of powers of two so that shift registers
and adders can be employed instead of multipliers. This technique has been
widely used in other fields such as the digital filter design [36]. For an stan-
dard ANN implementation that use back-propagation as learning algorithm,
the constraint on the weights is not desirable since it leads to lower network
performance [37]. Nonetheless, we show that for reservoir networks with fixed
connections, the proposed approach only implies a minor accuracy loss. Nev-
ertheless, for the estimation of the output [g(k)] from expression (2) we use
the dedicated embedded multipliers integrated in the FPGA device. The over-
all area impact of this computation inside the FPGA is relatively low since
the logic elements needed to implement the neural network are not used and
the number of multipliers at the output layer is significantly lower than the
synapses’ multipliers (that would limit the maximum neural fan-in). Regarding
the network topology, it has been shown that a deterministic reservoir with
simple cyclic architecture (SCR, see Fig.1b) presents a similar performance
compared to the classical random one. The SCR architecture minimizes the
number of connections [38] and optimize the packing efficiency. In Fig.2 we
show in detail the scheme of the SCR network implemented. For simplicity,
the connections between internal units have the same weight r whereas the
inputs are connected to the reservoir with a weight that is positive (v |) or
negative (—|v|) with the same probability and with the same absolute value.
We define the vector € = (€1, €3, ..., €x) in which each component is randomly
selected between two possible choices (—1 and +1) with equal probabilities.
Then, the weight connection between the input (u(t)) and the i*" node of the
reservoir is ¢;-v (see Fig.2).

For the estimation of network configuration parameters r and v, we first
adjust numerically to find the optimum weight configuration. Fig.3a illustrates
a general circuit design for a two-input sigmoidal neuron necessary to build the
cyclic reservoir of Fig.2. The fixed-point two’s complement notation is assumed
for all signals so that both positive and negative values can be represented. The
first neuron’s input [u(t)] refers to the external input signal (to be processed
by the network) and the second one [z;_1(t — 1)] to the state of a neighboring
neuron evaluated at the previous time step. A resolution of n bits is considered
for the input and of m bits for the weights (v and r). The multiplier’s output
is truncated to n bits taking the most significant of the result, but a higher or
lower resolution could be employed depending on the desired accuracy.

The general scheme of Fig.3a can be simplified to that of Fig.3b when the
weights are limited to a few discrete values. In this case, the full multipliers are
substituted by shift-and-add blocks. Such ”multiplier-less” approach enable
great hardware saving at the cost of constraining the possible values of the
connection weights. The shift-and-add block is depicted in Fig.3c. Basically,
it performs a multiplication of the input signal [u(t)] by the corresponding
weight (v) with a pair of shift registers and an adder. Some additional circuitry
is included to perform the negation of the shifted values in case it is necessary.
A multiplexer is employed to provide either the number that directly results
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Fig. 2 The implemented cyclic Echo State Network scheme for the analysis of one-
dimensional signals

from the shift register or its corresponding negative value depending on a
selection signal. A decoder configures the shift registers (with the number of
required shifts, sh1l and sh2) and controls the activation of the negations (negl
and neg2) as a function of the configuration vector (e). By way of example,
a single right shift of the input (shl = 1) performs a multiplication by 0.5
while two shifts (sh2 = 2) are equal to a factor of 0.25. The direct addition
(with negl = neg2 = 0, indicating that no negation of the shifted values
is necessary) of these two shifted magnitudes results in a weight v = 0.75.
The weight value v = 0.875 can be implemented by selecting no shifts and
no negation for the first shift register (shl = 0, negl = 0) and three shifts
with a negated output for the second one (sh2 = 3, neg2 = 1) so that the
input signal u(t) is weighted by the factor v =1 — 0.125 = 0.875. A negative
factor, for instance v = —0.5, may be obtained through the negation of both
shifted magnitudes (negl = neg2 = 1), where each one is obtained with two
displacements (shl = sh2 = 2) so that v = —0.25+(—0.25) = —0.5. Therefore,
the possible weights are limited to:

w = negi12” M 4 neg275"2 (7)

In the case it is desired a generic design, the circuit of Fig.3c can be used.
For FPGA implementations in which the training of r and v are done off-
line and remain fixed in hardware, a fixed circuit design incorporating the
implementation of the exact shifts for each neuron input can be used, further
simplifying the hardware and increasing the processing speed.

A simple piece-wise linear approximation with three segments [11] is used
for the implementation of the activation function, due to its simple binary
implementation. More accurate designs (e.g., [12, 13]) could be employed to
improve the network’s performance at the cost of higher hardware require-
ments. It usually has a sigmoidal shape, however it may also take the form
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Fig. 3 (a-c) Neuron design: (a) general circuit design of the neuron; (b) reduced implemen-
tation scheme when the weight resolution is limited to few bits (m = 4) and the multipliers
are replaced by simple shift-and-add blocks; (c) description of the shift-and-add block

of other nonlinear functions such as the step function or the piece-wise lin-
ear function. The Heaviside (or step) function represents the binary neuron,
which corresponds to the first generation of neurons proposed by McCulloch
and Pitts ([39]). In this case, the neuron can only give a digital output: it
sends a binary high value (“17) if the sum of the weighted inputs surpasses
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Fig. 4 Piece-wise function used as non-linear activation function.

the threshold level, and a low value (“0”) otherwise. On the other hand, the
neurons using a continuous function (instead of the threshold one) belong to
the second generation of neurons, which allows analog outputs. Networks of
neurons of this type are more powerful than the ones based on first generation
units (they can perform the same functions using fewer nodes). The neurons
of the second generation are also more biologically realistic and similar to the
spiking neurons than the first generation ones since they can model the spiking
frequency (firing rate). The second-generation activation functions are often
required to be continuous, derivable and bounded. The necessity for being
derivable comes from the fact that the most common learning algorithms for
training an ANN to perform a certain function need to compute the deriva-
tive of the transfer function [40]. For the special case of this work, in which
the training is performed at the output layer and any back-propagation al-
gorithm is implemented, a piece-wise linear function is able to provide very
good fitting results along with a compact hardware implementation. In Fig.4
we show the non-linear function used for each internal neuron of the reservoir.
The function is easily reproduced in hardware using a low gate count. As will
be shown in the results’ section when comparing with other works, the use of
a piece-wise linear function instead of a more sophisticated sigmoidal function
is not compromising the system accuracy.

3.5 Benchmark Tasks

In time-series prediction or forecasting the objective is to predict future values
based on previously observed ones. Thus, the input sequences are mapped
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onto a real-valued output sequence that represents one-step or several-step
ahead predictions of the desired variable. That is, the value of the series at the
current time is introduced each time step as input to the system and the time-
series value corresponding to a given time horizon must be predicted. In this
work we test the proposed RC methodology with respect to three widely used
benchmarks in the RC literature that are the Mackey Glass [41] and Santa
Fe [42] time series prediction tasks along with the equalization of a nonlinear
channel [43]. The time series processing is divided in two steps:

— Part of the time-series is used for off-line training using a R script. The
optimum v and r values are selected along with the output layer weights
(Wout). Then, the network is automatically generated using a hardware
description language code (VHDL).

— The rest of the time-series is digitized to 16bits two’s complement that is
transferred to the on-chip RAM memory of the FPGA for its processing.

The performance of the time-series forecasting task is evaluated using the nor-
malized mean square error (NMSE) and the Root Mean Square Error (RMSE):

ZZL:/1 (yz - @1)2
L/

NMSE = :
D1 (yi - ?3)

(8)

where y = (y(1),y(2),..,y(L)) is the time series to be predicted (target),
9 = (9(1),9(2),..,9(L)) is the predicted value provided by the output layer
of the reservoir following equation (2), and g is the mean value of y. Parameter
L’ is the number of samples in the test set. The RMSE is estimated as:

2

RMSE — \/ZZL—/1 (yz(z)l —4i(t)) )

Other error estimation also used in the context of this work is the Mean
Absolute Error (MAE), defined as:

.
MAE = 2 3" 3(0) 3.0 (10)

Finally, the quality for the equalization process is measured as the fraction
of symbols incorrectly classified with respect the total number of symbols
(symbol error rate, SER):

Number of misclassifiedvalues

SER = (11)

Total number of values
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3.5.1 The Mackey-Glass chaotic time series prediction task

The first benchmark used in this work is the time series prediction obtained
from the chaotic Mackey-Glass system. Defining the delayed signal as u;, =
u(t — tp), the Mackey-Glass oscillator is defined by the following delay differ-
ential equation [41]:

dug  Pu,

dt  1+ub
where the typical values 8 = 0.2, b = 0.1, p = 10 and 7 = 17 have been selected
in this work. In particular, we use a time series with 10.000 points obtained
from wu(t) with a sampling of 3 time steps. The time series is normalized with
zero mean, while the 60% of the time series is used for training and the re-
maining 40% for testing. The goal for the processing task is to predict the next
sample in the chaotic time trace before it has been injected into the reservoir
computer (for one-step ahead prediction). To evaluate the performance of the
network, we use the NMSE defined in (8).

- buo (12)

3.5.2 The Santa Fe prediction task

The Santa Fe laser time-series prediction task is a widely used benchmark
in the RC literature [38]. The task consists in forecasting an experimental
recording of the output power of a far-infrared laser operating in the chaotic
regime, that is usually evaluated for one-step ahead predictions. A fragment
of such time-series can be observed in Fig.5.

In this work, we employ a total of 4.000 samples of the original laser data-
set, the first 75% for training and the remaining 25% for testing. The goal for
the Santa-Fe task is to predict the next sample in the chaotic time trace before
it has been injected into the reservoir computer (one-step ahead prediction).
The performance of this task is evaluated using the normalized mean square
error (NMSE) (8).

3.5.83 Nonlinear channel equalization

As a third task, we evaluate the performance of the system for the equalization
of a wireless communication channel. Communication systems are aimed at ef-
ficiently sending information from a transmitter to a receiver using an available
channel. This requires a processing of the received data as the channel is al-
ways responsible for distorting to some degree the transmitted signals [44].
The nature of the modifications suffered by the data sent depends on the par-
ticular features of the channel model, which can be either linear or nonlinear.
In the case of satellite and mobile-phone communications, the sender’s power
amplifier must work in the high-gain region, close to the saturation point, in
order to ensure a low power. This fact adds important nonlinear distortions in
the communication channel, which may be compensated either at the trans-
mitter side with pre-distortion or at the receiver with equalization. Here, we
focus on the digital compensation of the nonlinear channel at the receiver side.
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Fig. 5 The Santa Fe laser time-series presents different increasing oscillations and abrupt
amplitude changes that make it optimum for testing different prediction methodologies
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Fig. 6 Schematic diagram of a wireless communication system with a channel equalizer

To sum up, the problem of channel equalization consists of designing a device
(the equalizer) that is present in the receiver and is intended to cancel the dis-
tortions introduced by the physical environment used for transmission, thus
enabling the correct recovery of the original information [45].

The schematic of a communication system using a channel equalizer is illus-
trated in Fig.6. The transmitter communicates the symbol sequence d(t) as an
analog envelope signal modulated on a high-frequency carrier signal. Then, it
is received and demodulated into the analog signal s(t), which is a corrupted
version of d(t). The main sources of corruption are the linear superposition
of adjacent symbols (¢(t), inter-symbol interference), nonlinear distortion in-
duced by operating the sender’s power amplifier in the high-gain region, and
noise (v(t), thermal or due to interfering signals). The corrupted signal s(t) is
then passed through the equalizer with the purpose of recovering the transmit-
ted sequence d(t) or its delayed version d(t — 7), where T represents here the
propagation delay associated with the physical channel. The equalized signal
§(t) is finally converted back into a symbol sequence (d(t — 7)). The function
performed by the equalizer is adapted during the training stage so that the
reservoir output ¢(¢) can restore s(t) to d(t — 7) as closely as possible. Using
the training data (s(t) as input and d(t — 7) as desired output), the equalizer
parameters (weights) are adjusted so as to minimize the error e(t), defined as
the difference between the target output d(t — 7) and the equalization out-
put §(t): e(t) = d(t — 7) — g(t). Once the training has been completed, the
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equalizer weights are fixed and used to estimate the transmitted sequence.
Linear filters have been widely used as equalizers due to their simplicity and
mathematical tractability [46, 47]. However, their performance is not satisfac-
tory for highly nonlinear and dispersive channels. Channel equalizers based
on more complex approaches, such as polynomial filters (using Volterra series
expansions, [48, 49, 50]) and artificial neural networks (ANN) [51, 52, 53],
were developed showing a higher performance than the linear channel equaliz-
ers. Among ANN models, echo state networks (ESNs) represent an attractive
equalization solution since they are both nonlinear and recurrent, which makes
possible to meet the memory and mapping requirements of this particular task
with the advantage of not posing complex optimization problems. The ESN
approach has been proposed and investigated for the nonlinear channel equal-
ization task using channel models of diverse complexity [38, 45, 54, 55]. The
results presented in [55] show that the ESN approach is able to reach the same
performance as a state-of-the-art Volterra equalizer while presenting similar
complexity. Here, we propose and analyze the use of a digital hardware imple-
mentation of the ESN to perform the equalization of a wireless communication
channel. A low-cost hardware implementation of the channel equalizer is of
great interest in wireless communications given the limited available power in
mobile phone devices and aboard satellites. To create the data-set, we have
taken the channel model of a nonlinear wireless transmission system from [56].
This model only considers real inputs. A more realistic extension making use
of complex symbols can be found in [57]. The input to the channel is an inde-
pendent and identically distributed random sequence d(t) with values selected
from {—3,—1,1,3}. Then, d(t) values are used to form a sequence ¢(t) through
a linear filter as follows:

q(t) =0.08d(t +2) — 0.12d(t + 1) + d(t) + 0.18d(t — 1)
—0.1d(t — 2) + 0.09d(t — 3) — 0.05d(t — 4) (13)
+0.04d(t — 5) + 0.03d(t — 6) + 0.01d(t — 7)
Finally, a noisy nonlinear transformation is applied to generate s(t):
s(t) = q(t) +0.036¢(t)* — 0.011¢(t)® + v(t) (14)

where v(t) is an independent and identically distributed Gaussian noise with
zero mean. The equalization task consists in getting the output y(t) = d(t —2)
when the corrupted signal s(t) is presented at the network input. The equalized
signal §(t) needs to be finally converted back into a 4-symbol sequence. This
is done by equidistant thresholding. That is to say, the symbol +3 is chosen if
§(t) > 2, +1if 2 > §(t) > 0, etc. Therefore, the equalization task is actually a
classification problem where deviations of the estimated output with respect
to the target signal are acceptable as long as the values are kept within the
correct classification boundaries. As in the previous tests, first the reservoir
is trained off-line with a training set of 6.000 points. Once the network is
trained, a VHDL file is generated to test the network. A test set of 4.000
points is digitized to 16bits two’s complement that is inserted in the on-chip
RAM memory of the FPGA for its processing.
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4 Results

The proposed methodology is synthesized using echo state networks with cyclic
topology (SCR) (Fig.1b), encoded using VHDL on an ALTERA Cyclone IV
FPGA. The VHDL code used is composed of three parts: RAM memory (con-
taining the input to be processed), the reservoir (constructed using the pro-
grammable logic elements of the FPGA), and the output layer (using the dedi-
cated multipliers of the FPGA). We compare the performance of the proposed
model with respect to different widely used benchmark tasks and comparing
with some previously published works. Regarding the area impact of the pro-
posed methodology, it represents an 86% of area reduction if compared with
the standard digital realization. In Fig.7 we show the number of logic ele-
ments used by the proposed methodology in comparison with a conventional
digital solution when implemented in an ALTERA FPGA device (Cyclone IV
EP4CE115F297CT7N).

The training of the system is performed following the standard procedure
for ESNs [17], which consists in a linear regression of the desired output on
the reservoir states. A convenient numerical model of the hardware reservoir is
employed for extracting the output weights Wy, during the training phase.
These weights are used in the training set to determine the optimum internal
configuration parameters (values of r and v). This is done scanning off-line for
all the possible network configurations. Then, the hardware is set up with the
obtained optimum configuration parameters and weight matrix (Woe:) and
the final error is evaluated using the test set. Fig.8 shows how the network
performance (NMSE) varies with v and r for the special case of the Santa-
Fe time-series forecasting problem). This graph is explored to establish the
optimum internal setup. It can be observed (Fig.8) that the discrete weight
values allowed by the ”multiplier-less” approach (constrained in the range
from 0 to 1 with steps of 0.125 and highlighted with asterisks in Fig.8) ensure
errors that are in close proximity to the best result provided by the numerical
simulations. Once the optimum parameters are obtained (r = 0.875 and v =1
in the case of Fig.8), the FPGA is configured and the test set is stored into
an internal RAM memory of the FPGA. The memory is used to provide each
new input value to the reservoir every time step (each N clock cycles) and the
resulting outputs (individual neuron states) are processed by the FPGA, thus
generating the output §. This computation is performed following equation
(2) in a total of N clock cycles so that the processing speed of the proposed
design is f/N, where f is the clock frequency fixed to 50M Hz. This output
is extracted from the FPGA with a logic analyzer and used to calculate the
system’s performance as the error between the estimated and targeted values.
The main drawback of the proposed approach is that the internal configuration
is restricted to some discrete values and that the optimum internal weights
cannot be selected. Nevertheless, this limitation has not impacted too much the
accuracy that is maintained within competitive values (as will be shown in the
results’ section). To illustrate all this process, in Fig.9 we represent graphically
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Fig. 7 Spent hardware resources of the Cyclone IV (EP4CE115F297C7N) FPGA for dif-
ferent sizes of the reservoir (N), using a conventional solution and the proposed design
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Fig. 8 Performance (NMSE) of the RC implementation (with N = 200 neurons) in the
Santa-Fe time-series prediction task as a function of the weight parameters r and v. The
surface is obtained numerically while the highlighted points represent the possible discrete
values to which the multiplier-less approach is limited

the data processing flowchart realized for the experimental validation of the
model.

4.1 The Mackey-Glass oscillator

We first consider the measurements obtained using the popular example of
time series prediction with the chaotic Mackey-Glass system. We process a
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Fig. 9 Flowchart followed for testing the network model

discrete time series composed of 10.000 points obtained from the continuous
system (12) with sampling time of 3 time steps. The time series is divided
into two sets, where the first 6.000 points are used for training and the next
4.000 for testing. The network parameters that optimize the output fitting are
(r =0.875 and v = 1) . In Fig.10 we show the first 150 iterations of the test
set (measurements ¢(t) are represented with a solid line and u(t) with circles)
using OLS. As can be appreciated, a good approximation is obtained between
the model and the desired output.

We estimate the residuals e = y — ¢ of the fitting for the training set to
evaluate the possible heteroscedasticity of data. In Fig. (11) we observe that
residuals present an apparent homogeneity in their distribution. We compared
also the linear fitting obtained by using an Ordinary Least Squares (OLS) ap-
proximation using expression (3) and also Feasible Generalized Least Squares
(FGLS) using expression (6). For the calculation of the residual’s covariance
matrix £2 we used the estimations proposed in [58, 59]. In Table 1 we com-
pare the fitting (the Mean Absolute Error) of the two methodologies, showing
that FGLS is unable to provide a better fitting when compared to OLS. This
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Table 1 Performance results of the Mackey Glass chaotic oscillator for OLS and FGLS
fitting methods (N=300)

Method Training error Test error
(MAE) (MAE)
OLS 0.00186 0.00198
FGLS[58] 0.0019 0.00206
FGLS[59] 0.0019 0.00204
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Fig. 10 FPGA measurements showing the first 150 iterations of the test set (g(¢t) with a
solid line and wu(t) with circles)

fact can be due to the intrinsic symmetry of the reservoir. Therefore, in this
work, the estimation of the output layer weights W, is performed using the
Ordinary Least Squares method for simplicity.

The error results obtained for the full test set are provided in Table 2,
where we compare the measurements taken with the proposed ESN model
and the previously-published works [26, 29] that implements different networks
with a different number of neurons and using an experimental optoelectronic
setting. As can be appreciated, the proposed network model is able to provide
a performance that is similar to those experimental implementations. The
comparison is done through the estimation of the NMSE and the RMSE.
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Fig. 11 Variation of residual (e) with time step for the Mackey-Glass oscillator. An apparent
homoscedasticity of signals can be appreciated

Table 2 Performance results of the Mackey Glass chaotic oscillator for the proposed design
and previously published models based on Echo State Networks (ESN) and an Extreme
Learning Machine (ELM)

Technology Method Ref. N NMSE  logio(RMSE) Type
Optoelectronic ~ ELM [26] 800 - ~ —1.95 Hard.
Optoelectronic ~ ESN [26] ~ 615 - ~—1.24 Hard.
Optoelectronic ~ RNN [29] 900 0.013 - Hard.
FPGA ESN This work 300 0.010 —1.74 Hard.

4.2 The Santa Fe prediction task

The performance of the proposed system is also tested for the Santa Fe time-
series prediction task [42]. Networks with different sizes (for 48 and 200 neu-
rons) are implemented and analyzed using the proposed ”multiplier-less” ap-
proach (Fig.3b) with a precision of 16 bits (n = 16). For this task we employ
4.000 samples of the original laser data-set, the first 3.000 for training and the
remaining 1.000 for testing.

Fig.12 illustrates the experimental measurements obtained through the
proposed design when using 48 and 200 neurons. As can be observed, the
fitting of the measurements taken in the FPGA are improved when increasing
N. The performance of the network as N increases can be observed visually
in Fig.13, where the expected values are plotted vs. the FPGA measurements.
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Fig. 12 Fragment of the Santa Fe time-series test set: original values and one-step ahead
predictions performed by the proposed reservoir implementation with N = 48 and N = 200
neurons. As can be appreciated, the network is able to adapt to the abrupt changes of the
input

As can be appreciated from the measurements, the fitness improves as N
increases.

In Table 3 we show the performance of the proposed model measured in
terms of the NMSE, speed (in points predicted per second) and power dissipa-
tion for the processing of the Santa-Fe time series prediction task. Comparison
with previously published models is also included in the table. We distinguish
between theoretical values of NMSE obtained from high-precision numerical
calculations (simulation) and NMSE values obtained from experimental set-
tings (Hard.). These two values can differ significantly due to the intrinsic
complexity of experimental settings that may present both system and quan-
tization noise. This is evidenced in reference [28], where the expected NMSE
provided by software is considerably lower than the measured one. We also
show the results of different studies that are purely numerical as the work in
[38] showing the expected performance of Simple Cycle Reservoir designs, or
the paper in [43] where a semiconductor ring laser with optical feedback (SRL)
is numerically simulated. We also provide in the table the power-delay product
(PDP) achieved by the experimental settings (a classical figure of merit of the
overall hardware performance). As can be appreciated the proposed design is
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Fig. 13 Expected vs. estimated values provided by the FPGA for the 1000 points of the
test set. A considerable better fitness is obtained for N = 200

Table 3 Performance results of the Santa Fe experiments for the proposed design and some
previously published models

Technology Ref. N NMSE NMSE speed Power PDP
(Hard.)  (Simulation) (pps) (W) (W - us)
Optoelectronic  [43] 200 - 0.02 - - -
Optoelectronic  [27] 388 0.106 - 1.3-107 150 11.5
Optoelectronic  [28] 400 - 0.021 - - -
Numerical [38] 200 - 0.008 - - -
Numerical [38] 50 - 0.018 - - -
Analog Circuit  [25] 400 0.031 - - - -
FPGA [24] 50 0.131 - 1142 0.083 72.6
FPGA [23](16b) 50  0.075 - 763 <15 1966
FPGA [23](12b) 50 0.12 - 12207 <15 123
FPGA This work 200 0.079 0.0766 2.5-10° <15 6
FPGA This work 48 0.148 0.144 106 <15 15

able to provide the lowest PDP that can be understood as the mean energy
needed per operation [27, 28].

4.3 Channel equalization

The nonlinear channel equalization task tries to recover an input symbol se-
quence from the signal received at the output of a standardized nonlinear
noisy multipath RF (Radio-Frequency) channel. The performance is evalu-
ated in terms of symbol error rate (SER), which is the fraction of misclassified
symbols 11. Our results were obtained using a sequence of 6.000 training sym-
bols and 4.000 test symbols with N = 27. To illustrate the network operation,
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Fig. 14 Results of the channel equalization problem, the expected signal d(t) is represented
with circles and the received signal s(t) is shown with a dashed line. The corrected signal
provided by the reservoir §(t) is represented with a solid line

Table 4 Results of the equalizer experiments for the proposed design and some previously
published models

Technology Ref. N SER SER SER SER Type
(16dB)  (20dB) (24dB)  (28dB)

(Untreated ) 0.167 0.131 0.114 0.098

FPGA This work 27 0.0345 0.0095 0.007 0.0042 Hard.

Optoelectronic  [26] 246  0.05 0.013 0.007 0.0025 Hard.

Optoelectronic  [60] 50 0.025 0.006 0.0007  0.00055  Sim.

in Fig.14 we show a total of 50 points taken from the test set. The expected
signal d(t) is represented with circles, the received signal s(t) is shown with
a dashed line and the measurements provided by the FPGA ¢(t) are shown
with a black solid line. Some s(t) points would be misclassified (as points 27
or 30) and the corrected signal provided by the reservoir (§(t), solid line) is
able to provide the correct result. The overall results of the test set are shown
in Table 4, where we estimate the Symbol Error Rate (SER) for four differ-
ent signal to noise ratio values (SNR = {16dB, 20dB, 24dB, 28dB}). As can
be appreciated, the proposed design is able to decrease considerably the SER
with respect the untreated data. These SER values are also very similar with
other hardware solutions based on the use of optoelectronic devices [26]. As
done in Table 3, we compare the obtained results with both measurements
taken from experimental settings (denoted as Hard. in the table) and purely
numerical studies (simulation). Note that the results provided in [60] do not
take into account the intrinsic problems (as system or quantization noise) that
is present in experimental settings as in [26].
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5 Conclusions

In this work, we have presented a fully parallel and efficient digital imple-
mentation of reservoir computing systems. The hardware realization is based
on the observation that the reservoir connection weights can be limited to a
few discrete values without compromising the system’s performance. This can
be conveniently exploited setting the synapses’ weights to powers of two and
sums of powers of two, which allow performing the multiplications with shift-
and-add blocks, thus consuming minimal area. The validity of the resulting
implementation has been demonstrated for different benchmarks: the Santa Fe
and Mackey Glass oscillator time-series prediction tasks, and the equalization
of a nonlinear channel. Performance comparisons with ten previous works that
use the network scheme of Reservoir Computing systems are shown. The com-
parisons show that the proposed model represent a considerable improvement
in terms of speed and power dissipation while is able to provide a similar accu-
racy than previous models. The proposed design enables the implementation
of large reservoir networks using few hardware resources extending the range
of efficient implementations of neural circuits in digital hardware [1, 2, 15, 16].
Considering the accuracy of the model, processing speed, along with the to-
tal power consumption, the proposed implementation represent an advantage
with respect other RC circuit implementations (analog, digital and optoelec-
tronic) due in part to the use of a fully parallel-connected neural network.
To the best of our knowledge, the proposed design provide the lowest perfor-
mance in terms of power-delay metrics so this technique is the most qualified
to support portable real-time signal processing applications such as image and
video sequence classification, which often require timely responses with a low
power cost [19]. At the same time the proposed approach can be useful to per-
form specialized systems implementing computational intelligence techniques
and requiring a low power consumption. Other potential applications to which
this approach is more suitable could be speech recognition [10], robotics [1§],
wireless sensor networks [61], predictive controllers [7] and the classification of
medical signals [9] among others. To sum up, it has been shown that the use
of low-resolution weights for the reservoir has little effect on the system’s per-
formance while it allows a considerable reduction of the hardware and power
resources. This observation makes possible a very compact implementation of
massive reservoir networks with parallel processing capabilities.
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