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Abstract

The aim of this thesis is to improve vision-based interaction in rehabilitation
systems. We defined and evaluated a new method of modelling scenes in
the RGBD space in order to generalize the use of this kind of systems in real
environments.

This process has been conducted through the design and development of
a vision-based interactive system in a context of rehabilitation application.
We first defined a vision-based interaction system, then we developed a
motivational video game. After first testing, therapists concluded that the
system implemented the balance rehabilitation therapy. Preliminary results
showed that users performed the rehabilitation activity in 13.5 % less time.
Using the presented video game, no users have abandoned and they showed
interested in continuing the rehabilitation process.

We also designed an experiment in order to test the feasibility and benefit
of including the mirror feedback mechanism in vision-based rehabilitation
systems, because during the system development we noticed that users could
not match their movements with what they saw on the screen. We define
mirror feedback as the visual representation of the users inside the application
as the interaction feedback. Results confirmed that in case of people with
disabilities the mirror feedback facilitates the interaction.

Finally, we clinically evaluate the designed system. The evaluation consisted
on a 24-week physiotherapy intervention program conducted with 9 adults
from a cerebral palsy center who exercised weekly in 20-minute sessions.
Findings demonstrated a significant increase in balance and gait function
scores resulting in indicators of greater independence for our participating
adults. Scores improved from 16 to 21 points in a scale of 28, according to
the Tinetti Scale for risk of falls, moving from high fall risk to moderate fall
risk. From obtained results we can conclude that our experimental system is
feasible for balance rehabilitation therapy.

During this process we noticed that environmental conditions had a big influ-
ence in the video game performance so we have developed a scene modelling
algorithm using RGBD information in order to segment the user from scene.
We constructed our background model using a Kernel Density Estimation
(KDE) process with a Gaussian Kernel. We used a three dimensional kernel,
one dimension to model depth information and two for normalised chro-
maticity coordinates. We modelled sensor absent depth observations using a
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probabilistic strategy in order to distinguish which belongs to the background
model and which are provoked by foreground objects in order to detected
those ones that are induced by foreground objects. That pixels cannot be
classified as background or foreground so we used a third classification class,
we called undefined, in order to classify that pixels. In addition, we devel-
oped an algorithm to detect changing background objects in the same frame
they move based on the cdf of the pixel model. Two strategies are described
in order to adapt the update phase to the different nature of the color and
depth information, considering color information as short-term model and
depth as long-term one.

After evaluating the proposed scene modelling approach with two datasets,
results showed that it can handle several practical situations and obtain good
results in all cases.



Resum

L’objectiu d’aquesta tesi és millorar la interaccié basada en visid en sistemes
de rehabilitacié. Per aquest motiu hem construit i avaluat un nou metode
de modelat d’escenes en I'espai RGBD, per tal de generalitzar I'is d’aquests
sistemes en entorns reals.

Aquest procés s’ha dut a terme mitjancant el disseny i desenvolupament d’un
sistema interactiu basat en visié per computador en el context d'una aplicacid
de rehabilitacié. En primer lloc, hem definit un sistema d’interaccié basat en
visié, en segon lloc hem desenvolupat un videojoc motivacional.

Després d'una primera fase de proves, els terapeutes varen concloure que
el sistema implementa la terapia de rehabilitacié de I'equilibri que es volia
transferir. Els resultats preliminars també varen mostrar que els usuaris duien
a terme l'activitat de rehabilitacié amb un 13,5 % menys de temps. Amb
I'ts el videojoc presentat, cap dels usuaris va abandonar la terapia i tots es
mostraren interessats a continuar el procés de rehabilitacié amb el nostre
sistema.

A continuacio, es va dissenyar un experiment per posar a prova la viabilitat
i el benefici d’incloure el mecanisme de retroalimentacié de mirall en els
sistemes de rehabilitacio basats en visid. Aquest experiment, va ser motivat
per que durant el desenvolupament del sistema abans descrit, ens adonarem
que els usuaris no podien equiparar els seus moviments amb el que succeia a
la pantalla. Definim retroalimentacié de mirall com la representacid visual
dels usuaris dins I'aplicacid. Els resultats d’aquest experiment varen confirmar
que en cas de persones amb discapacitat, la retroalimentacié de mirall facilita
la interaccid.

Finalment, es va avaluar clinicament el sistema proposat. L’avaluacié va

consistir en un programa d’intervencid de fisioterapia durant 24 setmanes.

Va ser realitzat amb 9 adults d’un centre de paralisi cerebral, realitzant
sessions setmanals de 20 minuts. Els resultats varen demostrar un augment
significatiu en les puntuacions d’equilibri i funcié de la marxa indicant una
major independencia per als pacients. Les puntuacions varen millorar de 16
a 21 punts en una escala de 28, d’acord amb I’Escala de Tinetti per al risc
de caigudes, passant de risc alt de caiguda a risc moderat de caiguda. Dels
resultats obtinguts es pot concloure que el nostre sistema experimental és
viable per a la terapia de rehabilitacié de la marxa i 'equilibri.
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Durant el procés abans descrit, ens adonarem que les condicions ambientals
tenen una gran influéncia en el rendiment del videojoc, per aquest motiu,
hem desenvolupat un algoritme de modelatge d’escenes utilitzant informacio
RGBD per tal de segmentar l'usuari de 'escena. Hem desenvolupat un nou
enfocament no parametric que unifica els diversos canals d’informacio6 del
dispositiu. També s’ha desenvolupat un model probabilistic que permet
manejar aquella informacié inexistent en la imatge de profunditat. Finalment
s’ha creat un algorisme per detectar aquelles zones de la imatge en les
que un objecte de 'escena és mogut i d’aquesta manera evitar errors de
classificacio.

Després d’avaluar l'algorisme proposat utilitzant dos conjunts de dades, els
resultats mostraren que l'algorisme pot manejar un gran ventall de situacions
practiques i obté bons resultats en tots els casos provats.



1.1

Introduction

I begin with an idea and then it becomes
something else.

— Pablo Picasso

Motivation

The Computer Graphics, Vision, and Artificial Intelligence Group (UGIVIA)
that belongs to the Mathematics and Computer Science Department at the
Universitat de les Illes Balears is the research unit where we developed this
work. They have been working on vision-based human computer interaction
projects for a long time. As the most prominent examples, they developed
the System of Natural and Advanced Interaction (SINA), a pedagogic system
in order to make computer accessible to people with disabilities. This accessi-
bility is achieved through computer vision techniques, capturing images of
the real world using a common webcam and installing a small application
that detects and follows the movement of the users’ nose, so the user can
control the mouse movement and its events. This work was tested in the
Spanish Association of Cerebral Palsy Centre (ASPACE) and Balear Multiple
Sclerosis Association (ABDEM) with very good outcomes. As a result of these
successes a new branch of SINA project emerged: SINAeyes pursuing the
same objective of the original SINA project, but changing the nose tracking
algorithm for a new eye tracker. Using this software, researchers discovered
that SINAeyes provides a tool for rehabilitation, since they observed that
people who could not keep the trunk aligned, could do it after using the
program for a certain period of time.

Each year, a part of patients working with ASPACE abandon their therapy due
to loss of motivation. Cerebral Palsy (CP) is a term used to describe a group
of chronic conditions affecting body movement and muscle coordination.
CP is the most common cause of disabling conditions in children due to the
increased survival of low birth-weight infants [60]. The population of adults
with CP is growing, as a result of increased longevity, inspiring new research
to improve available therapies to achieve better functional abilities. With
adequate treatment, their quality of life can be improved.
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Physiotherapy treatment in balance control is important for competence in the
performance of most functional skills. This treatment can help individuals
suffering from CP to recover from instability when performing an action
that is close to the edge of the stability limit. The objectives of medical
intervention and physical therapy in CP patients are to improve balance and
postural control, to prevent dependence and to conserve autonomy.

Physiotherapy exercises must be repeated weekly, so in long-term rehabilita-
tion programs, patients become demotivated [16, 82, 34, 47]. As a result,
patients lose focus on the therapy program, and the therapy loses effec-
tiveness. We know that rehabilitation results are better when patients are
motivated [67]. Additionally, demotivation can cause resignation [16] when
focusing on rehabilitation for maintaining patient abilities in situations where
patients rarely improve.

Nonetheless, if exercises for postural control and balance are based on small
achievements in a game and provide continuous feedback to the patient,
patients can achieve better motor control [87].

Scientists in our research group also developed a vision-based natural gesture
recognition algorithm that enables tracking the users pose in real time [20,
105]. This lets to think ASPACE physiotherapists in combination with UGIVIA
researchers that it was possible to use computer vision programs in order to
perform rehabilitation exercises, that is, a set of movements of one or more
of the body parts under a set of guidelines in order to achieve the highest
level of function, independence, and quality of life possible.

Vision-based interaction

Vision-Based Interfaces (VBI) [104] seeks to provide a wider and more
expressive range of input capabilities by using computer vision techniques
to process sensor data from one or more cameras in real-time, in order to
reliably estimate relevant visual information about the user.

Visual information from the performance of patient actions is a good capture
method in motor rehabilitation for two reasons: first, motor rehabilitation
consists of body movements that can be recorded; second, VBI is non-invasive
and can be used for patients who have difficulties in holding physical devices.
In general, VBI systems aim to provide reliable computer methods to detect
and analyse human movements. The process is repeated over time, enabling

Chapter 1 Introduction
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monitoring of the user’s actions. Depending on the computer vision technique
chosen (e.g., interaction with the silhouette, arms or hands), different levels
of precision can be achieved for the user interaction.

In rehabilitation systems using VBI is critical to provide feedback to users
in order to feel in control and helping them to understand what is happen-
ing [16, 52, 54]. In VBI there is not contact with the interface by means of
an interaction device of reference. The user, therefore, always should know
when interaction is taking place using visual and audible feedback.

Serious games for rehabilitation

Video games are a part of our lives, and similar to other technologies, these
games may have multiple goals. Such games can be used for entertainment
and other purposes. When a video game is designed to allow the user
to reach a specific goal (e.g., in education, health, public policy, strategic
communications or the military), with entertainment and engagement elicited
by the experience of playing, it is known as a serious game [71]. The primary
purpose of a serious game is different from the purpose of pure entertainment,
and the cognitive and motor activities required by serious games engage users’
attention [76] and this helps to distract the user from the task [41, 59].

Research studies show serious games help to motivate users in rehabilitation
processes [84]. The cognitive and motor activity required by video games

engage the user’s attention. In addition, users focus their attention on the
game and this helps them in forgetting that they are in therapy.

Thesis outline

The main objective of this work is defined by the next two tasks:

* Design, develop and clinically evaluate vision-based interactive systems
in a context of rehabilitation applications.

* Create and evaluate a new method of modelling scenes in the RGBD
space in order to generalize the use of vision-based interactive systems
in real environments.

1.3 Serious games for rehabilitation
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Interactive systems for balance rehabilitation

In order to test if serious games can be used for motivational balance rehabil-
itation in cerebral palsy patients, we develop a serious game and objectively
investigate the game’s clinical usefulness to improve therapy. We present an
experimental system that consist on transferring the ASPACE balance therapy
tasks to a serious game in order to experiment if it is valid for motivational
rehabilitation.

The advantage of observation and imitation for learning is well studied [109,
50], and mirror movements and imitation learning is recommended in motor
rehabilitation [15]. Motor control amends the motion by interaction between
visual feedback that recognizes the external space or movement of oneself
through vision feedback that refers information about movement and position
of body [23]. Moreover, there is evidence that action observation facilitate
motor activity [38]. For this reason, mirrors equip motor therapy rooms
and they allow the patients see themselves in order to perform correctly the
therapy. Our objective is to explore how mirror feedback through interaction
can be included into game interaction design in order to observe whether it
is possible to improve results in rehabilitation sessions. We perform a user
study testing to explore mirror feedback in vision-based video games.

Furthermore, we study and rigorously evaluate the effects of physiotherapy
treatment on balance and gait function of adult subjects with cerebral palsy
undergoing our experimental system.

Finally, from our experience of implementing vision-based motor-rehabilitation
serious games, we present a set of design issues defining an interaction model
adapted to the user’s capabilities and following the desirable features for
rehabilitation serious games.

Modelling depth for nonparametric foreground
segmentation

During the video game development we have noticed that environmental
conditions have a big influence on the game. First, due to the dependence on
real-world conditions (e.g., lighting, distances, and clothes), the interaction
environment limit the techniques that can be used. Second, users were
sometimes distracted by what was happening around them and did not pay
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attention to the game. For those reasons, we developed a computer vision
algorithm, in order to segment the user from the scene background.

Scene modelling is a widely used technique for detecting moving foreground
objects in image sequences. Foreground segmentation, provide an important
cue for numerous applications in computer vision as: surveillance, tracking,
recognition, human poses estimation among others. The main objective is
to detect objects that do not belong to the scene, by comparing the current
observation with previous references.

We present a new scene modelling approach, that uses both depth and color
information from RGBD sensors. We construct a unified nonparametric
background model for each pixel of the scene and we estimate the probability
that a newly observed pixel value belongs to that model.

1.4 Thesis outline
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Interactive systems for
postural control and
balance rehabilitation

Research studies show that serious games help to motivate
users in rehabilitation and therapy is better when users
are motivated. In this chapter we describe the process of
experimenting with serious games for cerebral palsy pa-
tients, who rarely show capacity increases with therapy,
which causes them demotivation. For this reason, we have
designed, implemented and evaluated balance rehabilita-
tion video games for this group of patients. The employed
interaction technology is based on computer vision.

Introduction

This chapter covers a new experimental system designed to improve the
balance and postural control of adults with cerebral palsy. Balance control
is important for competence in the performance of most functional skills. A
lack of or inappropriate skills for this control results in the risk of falls and/or
diminished quality of life. Physiotherapy treatment can help individuals
suffering from CP to recover from instability when performing an action that
is close to the edge of the stability limit. The general objective of the reha-
bilitation in balance and postural control is to achieve motor automatisms
(automatic movements) that enable the patient to have autonomous motor
behaviour. This system is based on a serious game to transfer a balance
rehabilitation therapy, designed using the prototype development paradigm
and features for rehabilitation with serious games: feedback, adaptability,
motivational elements and monitoring. In addition, the employed interaction
technology is based on computer vision because motor rehabilitation consists
of body movements that can be recorded, and because vision capture tech-
nology is noninvasive and can be used for patients who have difficulties in
holding physical devices.

During this process we noticed that the feedback of current serious games
was not enough for understanding the game play by users with disabilities.
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For this reason we designed an experiment in order to test the feasibility and
benefit of including the mirror feedback mechanism in vision-based rehabili-
tation systems. We defined mirror feedback as the visual representation of
the users inside the application such as interaction feedback.

We rigorously evaluated the effects of physiotherapy treatment on balance
and gait function of adult subjects with cerebral palsy undergoing our ex-
perimental system. A 24-week physiotherapy intervention program was
conducted with 9 adults from a cerebral palsy center who exercised weekly in
20-minute sessions. Findings demonstrated a significant increase in balance
and gait function scores resulting in indicators of greater independence for
our participating adults.

Finally, we present an implementation guidelines for developing serious-
games as motivational tool for rehabilitation therapies.

This chapter is organized as follows: next section is dedicated to describe
the related work. Second, we explain how we developed a motivational
vision-based serious game. Next we explain how we improved the interaction,
validating the mirror feedback. In fourth section, we describe the process
of clinical evaluation of the interactive system. Using our experience in
vision-based serious-games we present a set of guidelines in fifth section.

Related work

This section reports the related work in three different themes: first, we
describe the relation between serious games and rehabilitation processes.
Second, we describe the vision based interaction and the used technology
in our interactive systems. Finally, we describe the existing development
recommendations in rehabilitation interactive systems.

Serious Games and Rehabilitation

In [111], a taxonomy including the terms Game, Video game and Serious
Game is reported. A Game is a physical or mental contest played according
to specific rules, with the goal of amusing or rewarding the participant. A
Video game is a mental contest played with a computer according to certain
rules and for amusement, for recreation or to win a stake. A Serious Game is
a mental contest played with a computer according to specific rules that uses
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entertainment to further government, corporate training, education, health,
public policy or strategic communication objectives. The cognitive and motor
activities required by serious games engage users’ attention [76] and this
helps to distract the user from the task [41, 59].

Healthcare-related serious games can be focused on treatment, recovery and
rehabilitation. Research studies show that serious games are highly promising
in rehabilitation processes [88]. Specifically, in [72], it is demonstrated that
serious games help to motivate patients in therapy sessions. This motivation
is particularly important in long-term rehabilitation for maintaining motor
abilities. In this case, demotivation is frequent in chronic patients because
therapy usually consists of repetitive and intensive activities that become
boring after hundreds of sessions. As a result, the patient does not focus on
the therapy program, thereby risking losing the benefits of the therapy.

In previous work, we can find different serious games for different types of
rehabilitation. Regarding upper limb rehabilitation, [66] presented a serious-
game based movement therapy which aims to encourage stroke patients with
upper limb motor disorders to practice physical exercises, [17] showed VR
system for stroke patients, [16] designed several serious games which use low-
cost webcams as input technology to capture data of user’s movements, [28]
created a simple game in which the patient tried to move a coloured circle
from an initial position to a goal position using a robotic device designed
for arm rehabilitation, in [51] implemented a haptic glove serious game
for finger flexion and extension therapy, [1] presented several home-based
serious games which use a webcam and a Wiimote’™, and [2] designed a
low-cost Virtual Reality (VR)-based system using Wiimote? .

Various serious games have been presented for balance rehabilitation. In a
report by Betker et al. [9], three serious games were controlled by use of
center-of-pressure signal for the maintenance of balance in a short-sitting
position in cases of spinal cord and head injuries. The center-of-pressure
was acquired via a flexible pressure mat implemented by a 16 x 16 grid of
piezoelectricity-resistive sensors. The games were evaluated using a question-
naire administered after the exercises and stability measurements obtained
during a set of tasks performed before and after exercise. The patients in-
creased time per session and also number of sessions per week, showing an
increment of attention during training with the game-based tool. Observa-
tions also indicated that the serious game can have a substantial positive
effect by improving dynamic short-sitting balance. Nevertheless, no clinical or
analytical study of the results was presented. This review discussed the lack

2.2 Related work
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of evidence in clinical evaluation in studies [9]. Although there is evidence
that balance training improves postural control, there is a lack of studies
that use balance measures, whether static or dynamic, after a serious game
intervention therapy program for middle-aged adults with CP [6].

Vision Based Interaction

Video game console technologies focus on motion-based inputs, designed
to track body motions or body reactions (e.g. EyeToy™, Wiimote™™,
Kinect™  Xtion™ and Move™), are becoming popular and low-cost [97,
99]. These sensors can capture motions of the motor therapy and different
studies validated Kinect™ sensor for rehabilitation purposes such as pos-
tural control [25], clinical functional analysis and rehabilitation [11], gait
retraining [26], activities of daily living rehabilitation [27], and coaching of
elderly population [77].

Different studies concluded that existing commercials motion-based video
games were difficult to use in rehabilitation therapy, because they were
designed for users with full capabilities [2, 89]. Therefore, researchers devel-
oped motion-based video games for motor rehabilitation using the existing
commercial motion-based devices: pressure mat based for maintenance of
balance in a short-sitting position following spinal cord and head injuries [9];
vision-based for upper limb stroke rehabilitation [16], for chronic stroke
recovery [42, 47, 83] and to improve the balance and postural control of
adults with cerebral palsy [52]; Wiimote?™ -based for postural control and
functional mobility of cerebral palsy patients [31]; Kinect?™-based to guide
and correct of therapeutic movements [30], to train static balance [61] and
to improve the motor proficiency and quality of life [22]; and haptic-based
for stroke rehabilitation [82]. Also, literature reviews about motion-based
rehabilitation system were published in the last years [84, 88, 63, 69]. In par-
ticular, Kinect’™ sensor captures the visual information of the performance
of user motions, then it can also considered a vision-based interaction sensor
(VBI) [104].

In addition, in rehabilitation systems using VBI is critical to provide feed-
back to users in order to feel in control and helping them to understand
what is happening [16, 52, 54]. In VBI there is not contact with the inter-
face by means of an interaction device of reference. The user, therefore,
always should know when interaction is taking place using visual and audible
feedback.
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The advantage of observation and imitation for learning is well studied [109,
50], and mirror movements and imitation learning is recommended in motor
rehabilitation [15]. Motor control amends the motion by interaction between
visual feedback that recognizes the external space or movement of oneself
through vision feedback that refers information about movement and position
of body [23]. Moreover, there is evidence that action observation facilitate
motor activity [38]. For this reason, mirrors equip motor therapy rooms
and they allow the patients see themselves in order to perform correctly the
therapy.

In fact, some exiting VBI rehabilitation systems allow the patient see them-
selves on screen, mirror feedback, due to the users stand in front of a screen
and interact with the system using their movements [16, 42, 22]. It was
demonstrated that own image of the user suggested more realism and sense
of presence than an avatar figure [73]. The more sense of presence, the
more aware of their position and orientation with respect to the interaction
elements the users are. Nevertheless, other VBI rehabilitation systems do not
implement the mirror feedback [47, 30, 61] because game-based rehabili-
tation systems designers frequently overemphasize the video game rather
than the user interaction. When these games are designed for people with
disabilities, the interaction design issues are fundamental to achieve a high
patient’s motivation. In addition, game interaction design is usually defined
without taking into account user’s perceptions with regard to their actions in
order to achieve the rehabilitation goals.

Different researchers studied the importance and the effectiveness of the
augmented feedback in the therapy (information that cannot be elaborated
without an external source such as a therapist or a device) [106, 91]. They
discovered that visual augmented feedback could improve the performance of
the patients on complex motor tasks. However, to our knowledge, it did not
exist any study about the importance of the mirror feedback in vision-based
rehabilitation systems. Concretely, Sigrist’s survey [91] reviewed different
types of natural visualization feedback (such as superposition, side-by-side 3D
perspective, end-effector movements and third- and first-person perspective)
and only introduced the mirrors in the case of mirror therapy [21].

2.2 Related work
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Development recommendations in rehabilitation
interactive systems

Recent research studies have proposed what features are desirable for rehabil-
itation serious games. [54] proposed target audience, visibility and feedback
as important human factors, [16] identified two principles of game design
theory which have particular relevance to rehabilitation: meaningful play, the
relationship between player’s interactions and system reaction, and challenge,
maintaining an optimum difficulty is important in order to engage the player.
[84] identified as important main criteria for the classification of serious
games in the rehabilitation area: application area, interaction technology,
game interface, number of players, game genre, adaptability, performance
feedback, progress monitoring and game portability. [1] concluded that
serious games must ensure that patients are correctly performing and must
provide a motivating context for therapy, in order to have maximum impact
on the rehabilitation process.

A common conclusion of previous studies is that existing commercial video
games are difficult to use in rehabilitation therapy because the games were
designed for users with full abilities. Anderson et al. [2] specifically enu-
merate the problems associated with commercial video games when used
in rehabilitation; that is, the games mainly target upper-body gross motor
function, and lack support for task customizations, grading and quantitative
measurements. In addition, Sandlund et al. [88] state that patient interest in
gaming slightly fades over time, indicating that there is a need for flexible
games that adapt to the changing ability of the patient and offer a continuous
challenge to maintain interest. To solve these problems, researchers have
designed their own serious games for different therapies [51, 84, 66, 17, 28,
1].

Serious Games for Motivational Balance
Rehabilitation of Cerebral Palsy Patients

This section explains how we transferred a conventional therapy to a serious
game to improve the balance and postural control of adults with CP in
a motivational way. First, we present the balance rehabilitation therapy
objectives and how the objectives were transferred to the serious game, along
with details of the implementation and tests.
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2.3.1 Balance rehabilitation therapy

The standing human posture is innately unstable. The Center of Mass (COM)
of the body is located at approximately five-ninths of the body height from
the ground, over a narrow Base of Support (BOS). The active control of body
alignment is the skill of maintaining balance inside the BOS. Activities of
Daily Living (ADL) require control of the position of the COM over the BOS.
A lack of or inappropriate skills for this control results in the risk of falls
and/or diminished quality of life.

Exercises for this active control include functional strengthening, balance
activity to improve tone and spatial orientation in postural control. The
therapy also aims to strengthen the muscles of the neck, back and upper
limbs which are used in balance and to coordinate the upper limbs with the
visual environment. In a standard therapy session, the following exercises
are performed [57]:

* To start the therapy, the patient is asked to stand up (with his/her own
technical aids if needed) from the sitting position.

* Standing up, the patient performs COM movements for 5 minutes,
using large and coordinated movements to displace the COM with
speed, safety and balance.

* In that position, the patient makes 20 to 30 repetitions of forward-
reaching exercises toward an object.

 In that position, the patient makes 20 to 30 repetitions of left side-
reaching exercises toward an object.

The same reaching exercises are performed to the right side.

The physiotherapist can adjust the amount of exercise according to the
subject’s level of physical function to provide the optimal amount of exercise
for each subject, according to the patients’ weekly tolerance for management
of fatigue. Each participant has his/her exercise program updated or revised
every week to improve his/her abilities in range of balance, motion, speed
and functional strengthening for postural control.

2.3 Serious Games for Motivational Balance Rehabilitation of Cerebral Palsy Patients
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System design

We selected the therapy defined in section 2.3.1 to be transferred to a serious
game to improve balance, increase motivation in patients and achieve higher
adherence to this long-term therapy. The users must interact with objects
that cannot be reached without moving the COM beyond the BOS. More
specifically, users must remove individual items that appear on the screen by
reaching each item with one hand.

The serious game is designed using the prototype development paradigm,
following requirements indicated by physiotherapists and considering the
desirable features for rehabilitation with serious games [16], as follows:

* Meaningful play: the relationship between player’s interactions and
system responses.

* Challenge: maintaining an optimal difficulty, which is important to
engage the player.

Moreover, the serious game allows for the inclusion of motivational elements
to increase playing engagement. Monitoring mechanisms to simplify the
therapist’s work are also included.

We propose a system configuration in which users stand in front of the screen
and interact with the video game using their movements (see Figure 2.1). In
addition, because users may have difficulty in holding devices, the designed
game is markerless and device free. With this configuration, users can see
the serious game while interacting with the game.

Fig. 2.1: System environment configuration. Important elements are: the user, the
capturing device in front of the user, the screen and the scene background.
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Motivation elements

The objects with which the participant interacts can be easily changed to
show images that increase motivation by displaying themes of particular
interest to each user (see Figure 2.2).

Fig. 2.2: Interaction screens with themes for motivating users and various templates.

Feedback

The serious game presents two types of feedback: visual and auditory. The
visual feedback allows users to see themselves on-screen at all times, so the
player’s position relative to interaction objects is always known. Moreover,
a pointer is projected on the user’s hand, and the part of the interaction
object that intersects with the pointer is erased (see Figure 2.3). When the
interaction object is completely deleted from the screen, auditory feedback
is played. Finally, when the game ends, the user receives different types of
visual and auditory feedback, depending on the end game conditions. With
these feedback mechanisms, we ensure the meaningful play [16] feature for
rehabilitation with serious games.

Adaptability

To make rehabilitation sessions adaptable to different users, a set of templates
were created that define the size and position of the interaction objects (see
Figure 2.2). This way, we can define different levels in the game, depending
on the skills and progression challenges for each user. In addition to the
pattern templates, we defined configuration parameters to customize the

2.3 Serious Games for Motivational Balance Rehabilitation of Cerebral Palsy Patients
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Fig. 2.3: Visual feedback example.

game and adapt the game to different users. The tunable conditions are the
following:

* Maximum playing time: The therapist can set a time limit for each
session.

* Inverse effect: To increase the game difficulty, the game screen can be
reversed. Thus, when users move their right hand, users see their left
hand moving.

* Contact time: The therapist can customize how long a player must be
in contact with an element to erase that object.

* User distance: The distance between the user and screen in meters
can be modified. The larger the distance from the screen, the larger the
COM change needed.

With these adaptation mechanisms we ensure the challenge [16] feature for
rehabilitation with serious games

Monitoring

To simplify the monitoring of patients by therapists, the rehabilitation system
saves and maintains an xml file for each patient. The file is easy to parse
and analyse, and configuration parameters and a dataset for each session are
stored. The data consist of: the date of the session, level pattern, playing time,
removed percentage, patient distance from the screen and contact time. This
way, the monitoring of patients by therapists is simplified. This design has
the potential to be used in other rehabilitation systems. The system is flexible
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and can accommodate two types of users: the patient and the therapist, who
have different interaction objectives with the system. Figure 2.4 describes
the feedback the system gives to each user, matching subject needs.

USER DATA

INFORMATION
3
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Fig. 2.4: Monitoring scheme.

System development

In general, VBI systems aim to provide reliable computer methods to detect
and analyse human movements. The process is repeated over time, enabling
monitoring of the user’s actions. Depending on the computer vision technique
chosen (e.g., interaction with the silhouette, arms or hands), different levels
of precision are achieved for the user interaction. In addition, due to the
dependence on real-world conditions (e.g., lighting, distances, and clothes),
the interaction environment limits the techniques that can be used. Figure 2.5
depicts one example of interaction consisting of ’touching’ a virtual object,
which can be implemented by detecting the user’s silhouette, skin color or
hand motion.

DETECTION

OBJECT

Fig. 2.5: Scheme of touching virtual objects using various computer vision tech-
niques.

Background replacement

The user can be easily distracted by the scene background as there can
be moving elements as the physiotherapists, or moving objects through a

2.3 Serious Games for Motivational Balance Rehabilitation of Cerebral Palsy Patients
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window. Another source of problems are background objects that can be
mislead with the interaction objects due to similar colors or shapes. In order
to avoid these problems a background subtraction process is applied and the
background is substituted with a predefined image.

Tracking algorithm

In this experimental system, we specifically use the described tracking for the
Microsoft Kinect™™ SDK one, in order to avoid the user to hold a device. As
the tracking initialization of the Microsoft Kinect™ algorithm was a wave
gesture and the patients cannot perform it, we changed and the tracking
starts when the user hand was in a certain screen position. Real world hand
positions are mapped to the system coordinates due the application of a
SDK function that transforms 3D world measures to pixel measures (height,
width), maintaining the depth value in world coordinates. As the interaction
is performed in the 2D space we obviate this depth coordinate.

Interaction mechanism

By considering interaction as the users ability to perform actions that are
recognized by the system and to make interaction independent of the com-
puter vision technique, ’contact’ with the image interaction objects defines
the interaction model of our system. The implementation is based on the
mask concept. The designer creates a mask, with the same screen resolution,
that contains the interaction regions marked in white and the unimportant
regions marked in black. This way, for a game design, each object with the
potential for interaction is represented by white regions in the mask (see
Figure 2.6). Once the appropriate mask for each interaction screen is defined,
the computer vision techniques are applied to determine whether there is
any interaction. The method is easy to understand if it is assumed that the
results of computer vision techniques can be represented by an image that is
operated with a mask image to return the interaction event.

Resources

All tests were performed using a PC with this configuration:

¢ Intel Core2 Duo CPU P8400 @2.26 GHz
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@ ®

Fig. 2.6: Mask definition for objects with potential for interaction. The system only
detects movements within the mask.

3034 MB RAM

Graphic card Mesa DRI Mobile Intel GM45 Express

Ubuntu 9.10
e Microsoft Kinect™

The serious game was developed using C+ + programming language, OpenCV
and OpenNI as a computer vision library and Qt as the graphical user interface
library. The capture process, image processing and image visualization are
performed by means of an OpenCV library. The system performance is 30 fps.
This result ensures a real-time response from the system.

In Microsoft Kinect™ the field of view is 63° horizontal and 50° verti-
cal [92]. Based on trigonometric properties, the maximum captured magni-
tude of the system with the user distance from the camera d is as follows:

Myertical = 2.3835d

Mporizontal = 3.92522d

Preliminary validation

Alternative system testing was undertaken before the start of the clinical
study. This testing lasted 6 months, at which point the therapists concluded
that the system implemented the balance rehabilitation therapy defined at
section 2.3.1. To check whether images of particular interest to each user
motivated the users, we performed an experiment with 10 patients with CP
during the last 12 weeks of preliminary testing:

2.3 Serious Games for Motivational Balance Rehabilitation of Cerebral Palsy Patients
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* The patients played the serious game for 15 minutes each week.

* The patients played a sequence of one week with themes of particular
interest and the following week without, until completing 12 weeks.

* Each week, the system stored the time taken to perform the session

* Each week, the configuration of the system was the same except for the
motivational elements.

When the interaction objects were related to patient interests, the patients
performed the rehabilitation activity in 13.5% (standard deviation of 4.3%)
less time than when the objects did not represent such interests. The results
are expressed in percentages because the time required to perform the task
is dependent on the specific abilities of each patient.

System motions

Once the experiment finished, the therapist concluded that user the designed
system the user can perform the following actions to interact with the sys-
tem:

* Flexion, extension, lateral flexion (both sides) and rotation of the neck.
* Flexion, extension, lateral flexion (both sides) and rotation of the trunk.

* Flexion, extension, adduction, abduction, internal and external rotation
and circumduction of the shoulder.

* Flexion, extension of the elbow.
* Pronation and supination of the elbow-wrist complex.

* Flexion, extension, adduction, abduction and circumduction of the
wrist.

The system allows the therapist to define the dimension of the interaction
objects to adapt the serious game to the user’s abilities. Also, the therapist can
decide which hand the patient should use for the therapy. Another variable
used to adapt the serious game to the user’s abilities is the distance between
the user and the camera. The further that users stand from the camera, the
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more that users have to change their COM to reach the interaction elements
located on the screen perimeter (see Figure 2.7).

Fig. 2.7: User reach (arm span) without changing center of mass, in grey.

We experimented if serious games for rehabilitation can be used for mo-
tivational balance rehabilitation in cerebral palsy patients. The presented
video game tries to promote a specific body movement in order to change
the users’ gravity center. Results show that users improved their balance
slowly; improvements were also detected in individual items. With regards to
motivation, in previous years the set of users had abandoned their therapeutic
plans. Using the presented video game, no users have abandoned and they
showed interested in continuing the rehabilitation process with the video
games.

Mirror feedback validation

During the development of the interaction system described in previous
section we noticed that users had problems to perform the exercise because
they could not match their movements with what they saw on the screen.
We added the image of the user into the game, so they could see themselves
into the game in order to simplify the interaction. We called that feedback,
mirror feedback. In order to explore the importance of mirror feedback in
vision-based motor rehabilitation interactive systems, we conducted a user

2.4 Mirror feedback validation
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study testing. Specifically, the users tested their own visual representation
such as interaction feedback of the video game for rehabilitation.

Different articles reviewed the importance of feedback in motor learning
and rehabilitation. To our knowledge, it did not exist any study about the
importance of the mirror feedback in vision-based rehabilitation systems. In
fact, on one hand [106] indicated that feedback might enhance motor leaning
but there were many areas as yet not examined as the case of mirror feedback.
On the other hand, in [91] reviewed different types of natural visual feedback
such as superposition, side-by-side 3D perspective, end-effector movements
and third- and first-person perspective. However, they did not reference any
work about mirrors as natural visual feedback. For this reason, with the
aim of seeking deeply articles related to mirror feedback, we also searched
at Google Scholar, Web of Science, IEEE Explorer and ACM Digital Library
different combinations of the following key words: feedback, motor learning,
augmented feedback, extrinsic feedback, rehabilitation and mirror. We neither
found any article related to mirrors as natural visual feedback.

Participants

Adults diagnosed with CP and with limited voluntary motor control of one
or both arms and legs and of the trunk were recruited from ASPACE. These
subjects had mild to moderate cognitive impairment, as shown in Table 2.1.
We used the Mini-mental state examination (MMSE) to classify their cognitive
impairment because it is a brief and objective screening test, and also because
it is valid and reliable across a variety of clinical, epidemiological, and
community survey studies [102]. The inclusion criteria were as follows:

Aged 20 to 65 years.

* No participation in clinical study published in [52].

Ability to walk with or without technical aids (GMFCS I and II) 1.

Ability to understand, learn and follow simple instructions.

Voluntary agreement to participate in the clinical study.

The exclusion criteria were as follows:

1 Gross Motor Function Classification System
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* Severe cognitive impairment.

e Severe visual impairment.

 Serious or uncontrolled epilepsy.

Profound bilateral hearing loss with the use of hearing aids.

* Serious or recurring medical complications.

The research team made a request to all adults in ASPACE. The final study
population included 8 adults (7 male), aged 22 to 41 (Mean (M) = 33), with
CP. Their families signed an informed consent, as legal proxies. Characteris-

tics of the participants are presented in Table 2.1.

We also included a control group composed of 32 non-paid volunteers (14

female) aged 19 to 25 (M = 20.4), with no disabilities.

User Age Physical diagnosis MMSE

1 22 cerebral palsy moderate

spastic tetraparesis cognitive impairment
2 27 cerebral palsy mild

spastic tetraparesis cognitive impairment
3 32 cerebral palsy moderate

spastic tetraparesis cognitive impairment
4 32 cerebral palsy mild

mixed spastic tetraparesis cognitive impairment
5 34 cerebral palsy mild

spastic tetraparesis cognitive impairment
6 37 head trauma mild

spastic tetraparesis cognitive impairment
7 39 cerebral palsy moderate

mixed spastic tetraparesis cognitive impairment
8 41 cerebral palsy mild

ataxic tetraparesis

cognitive impairment

Tab. 2.1: Characteristics of participants.
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Procedure

We were interested in the different users performances in the game interaction
enabling or not the explained mirror feedback mechanism, i.e., the no-mirror
feedback condition was characterized by the absence of such visual feedback.
Other feedback mechanisms defined in Section 2.3.2 were activated.

We used a within-subjects design with the two previously defined feedback
conditions:

MF : Mirror feedback (including the own visual representation).
NM : No-mirror feedback (absence of such visual feedback).

In Figure 2.8 it is possible to observe the feedback for the two interaction
conditions. The user study was divided into two experiments with two
different groups of users:

C : Control group (users without disabilities).

D : Users with disabilities.

(a) Mirror feedback. (b) No-mirror feedback.

Fig. 2.8: Experimental feedback conditions.

For the control group, the user study started with a brief introduction and
a demonstration, together with a demographic questionnaire asking about
age and previous use of vision-based interaction applications. Participants
played two sessions of the designed computer game with the same conditions
that the user with disabilities, i.e., only moving the upper body part to delete
the virtual objects with their hands. For each session the order of conditions
(mirror feedback vs. no-mirror feedback) were randomly selected so as to
balance both interaction conditions across participants.
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For users with disabilities, the game was previously tested on a pilot scheme
for a two month period, attending the rehabilitation center once a week.
They practiced with the game for at least 20 minutes only with no-mirror
feedback condition, and the number of repetitions varied according to par-
ticipants’ tolerance and the physiotherapist’s prescription to better manage
fatigue. These two months of training were important to ensure a correct
understanding of the game and to learn how to carry it out, as well as en-
suring a correct parameter adaptation to each user. Once the users correctly
understood the game play, participants played two sessions of the designed
computer applying the same procedure as for the control group. Figure 2.12
shows real performance of the system in ASPACE rehabilitation room using
mirror feedback.

Measurements

Quantitative measures included logged time-to-start (T,) and time-to-complete
(T.) times. The time-to-start measured the time the user interacted with the
first virtual object. We interpreted this time as the time taken by the users
to orientate their motions with the game interactions. This measure was
derived from the observations in the pre-test sessions performed with the pilot.
In these sessions, users with disabilities had greater difficulty in attaining
orientation, and they had trouble knowing their position during play, relative
to the interaction objects. This fact was more clearly observable when they
had to delete the first virtual object.

The time-to-complete measured the time that users needed to complete the
deletion of all virtual objects. In the experiment with the group of users with
disabilities, the virtual objects were properly located in order to ensure that
all the performances achieved the complete deletion goal. Furthermore, in
a final questionnaire, the participants selected their preferred interaction
feedback for playing the game.

time-to-start is related to effectiveness and time-to-complete is related to ef-
ficiency of interaction task. According to usability definition [10], it has
three aspects: satisfaction, effectiveness and efficiency. Satisfaction’s mea-
sures include users’ preferences: we had demonstrated experimental system
improved the balance and postural control [52], that is the user’s objective
and the final questionnaire indicated they preferred interaction feedback for
playing the game. Effectiveness’s measures include quality of solution: time-
to-start implies first interaction, and users are not able to complete the task
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if they do not understand the game mechanics and, therefore, start to play.
Then, it also has a direct correlation with the task completion and the quality
of solution. Efficiency’s measures include use of time: tasks completion time
(time-to-complete).

Results

Table 2.2 shows the measured Time-to-start and Time-to-complete for users
with disabilities using the feedback conditions defined by the experiment.
Mirror feedback had better results on the measured times for users with
disabilities. Users with moderate cognitive impairment had bigger differences
between feedback conditions (mirror vs. no-mirror) than users with mild
cognitive impairment.

User 1T, T, T, T,
MF NM MF NM

23 150 245
11 129 160
26 132 226
10 126 154
10 160 174
15 132 176
19 148 218
11 121 148

ONONU DA WN R
NP WDNDDNUUIN G

Tab. 2.2: Measured Time-to-start (Ts) and time-to-complete (T,) for users with
disabilities. Mirror feedback (M F) and No-mirror feedback (N M)

Figure 2.9 and 2.10 show mean completed times for both measures, with
error bars indicating 95% Confidence intervals (CI). They will be further
discussed in the following section, based on the interaction feedback. Table
2.3 summarize the influence of mirror feedback in the mean measured times
for T, and T; .

Time-to-start, T Time-to-complete, T,

Control group (C) t(31) = —-1.74,p=0.09 ¢(31) = —0.87,p = 0.389
Users with disabilities (D) #(7) = 7.09,p < 0.001 (7)) = 4.48,p < 0.005

Tab. 2.3: Overview of the influence of mirror feedback as interaction feedback for
each user group on the mean of the defined time measures. Significant
results are printed in bold.
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Fig. 2.9: Overview of mean times for the time-to-start measure (7).
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Fig. 2.10: Overview of mean times for the time-to-complete measure (7).
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A two-tailed paired samples t-test was conducted to evaluate the impact of
mirror feedback for each measure in both user groups. Mirror feedback had a
highly significant impact on the measured times for users with disabilities (cf.
Table 2.3). The measured times were significantly worse in the absence of the
own visual feedback. The control group, on the other hand, completed the
experiment with both feedback with no significant performance differences.
However, in the final questionnaire results about interaction feedback prefer-
ences, 24 participants of the control group preferred the mirror feedback. For
the group disabilities, seven participants answered that by including mirror
feedback mechanisms they gained more control.

Before using the paired t-test, we applied a Kolgomorov-Smirnov test of
normality (D = 0.2587,p = 0.1187) and the Wilcoxon signed rank test with
continuity correction obtaining a p-value less than 0.01 (p = 0.007015).

Discussion

Results confirmed our hypothesis that in case of disabilities the mirror feed-
back mechanisms facilitated the interaction in vision-based systems for reha-
bilitation. They demonstrated that the implementation of mirror feedback
by giving patients the possibility of seeing themselves on screen, means that
they were conscious at all times of the actions performed relative to the
video game. In the user study presented, we proved this claim by means of
experiments, showing a significant improvement of users with disabilities
results in the game play. We also observed that users with moderate cognitive
impairment had bigger differences between feedback conditions than users
with mild cognitive impairment (see Tables 2.1 and 2.2).

Finally, we want to discuss the relationship between the mirror feedback
and the game feel definition used for game design [98]. Game feel is the
sensation of the system’s response to the player: the kinesthesic qualities of
the experience created by coupling with the input device, and seeing what
happens in the game as a result. In our experience, the input device is the
user’s own body, therefore, it makes sense that feedback should be related to
it also. In this sense, it is interesting to point out that the results obtained for
the control group users (users without disabilities) could be interpreted to
mean the mirror feedback mechanism is not significant. However, it should
be taken into account that the video game was specifically designed for users
with disabilities and its game play was too easy for users without disabilities.
It may be interesting to perform another user study with more complex
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games based on vision-based interaction, in order to properly explore if
the introduction of mirror feedback can improve the user experience of
vision-based interaction.

A limitation of our study was the sample size of users with disabilities (8
subjects). However, a post-hoc power analysis indicated that with 8 subjects
there would be a 90% chance (for a« = 0.05) that the statistics would have
detected a difference greater than 6.6 points in the time-to-start measure
(we obtained a mean difference of 12.5), and greater that 50 points in the
time-to-complete measure (we obtained a mean difference of 50.38).

We observed that users with cognitive impairment had bigger differences
between feedback conditions. The higher cognitive impairment user had,
the more important feedback was in order to perform correctly the ther-
apy. Results confirmed our hypothesis that in case of disabilities the mirror
feedback mechanisms facilitated the interaction in the vision-based systems
for rehabilitation. Once demonstrated the positive effects of mirror feed-
back mechanism in rehabilitation system, it may potentially be extended
to individuals with disabilities, in order to help achieving better functional
abilities.

Clinical validation

There is evidence that balance training improves postural control. But,
analysing the state-of-art there is a lack of studies that use balance measures,
whether static or dynamic, after a serious game intervention therapy program.
In this section a clinical study is presented using the vision-based interaction
system in Section 2.3. We describe the participants, procedure, measurements
and results after a 24-week therapy period using the system.

Participants

Adults diagnosed with CP and with limited voluntary motor control of one
or both arms and legs and of the trunk were recruited from ASPACE. The
inclusion criteria were as follows:

e Aged 20 to 65 years.

* No adherence to physiotherapy treatment after attending the center’s
program as a long-term therapy.
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Participant Age

Diagnosis

—_

34
36
27
57
43
37
32
32
33

O 00 NN O 1 A W N

CP with spastic tetraparesis and hydrocephalus

CP with spastic tetraplegia

CP with spastic tetraparesis

Mixed type CP with spastic tetraparesis and athetosis
CP with moderate to severe psychomotor retardation
CP with spastic tetraparesis

CP with ataxic tetraparesis

CP with spastic tetraparesis

CP with spastic tetraplegia

Tab. 2.4: Characteristics of the participants

* Ability to walk with or without technical aids (GMFCS I and II) 2

* Ability to understand, learn and follow simple instructions.

* Voluntary agreement to participate in the clinical study.

The exclusion criteria were as follows:

* Severe cognitive deterioration.

Profound bilateral hearing loss with the use of hearing aids.

* Severe visual impairment.

* Serious or uncontrolled epilepsy.

* Serious or recurring medical complications.

The research team made a request to all adults in the ASPACE who met the

inclusion criteria, and 90% agreed to participate in the study. The final study

population included nine adults (seven male) with a mean age of 37 years

and 4 months (range 27 to 57 years). The characteristics of the participants

are presented in Table 2.4. The participants’ families signed an informed

consent form, as legal proxies.

2Gross Motor Function Classification System
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Procedure

The Physiotherapy Department was provided with the system described in
section 2.3.3.

One of the inclusion criteria was not adhering to physiotherapy treatment
after attending the conventional program of the center as a long-term therapy.
Therefore, the patients in this study were undergoing rehabilitation only
within our experimental system. This rehabilitation program consisted of
one session per week for 24 weeks. The patients practiced with the game
for at least 20 minutes, and the number of repetitions varied according to
participants’ tolerance and the physiotherapist’s prescription to better manage
fatigue. The participants had their exercise program updated or revised each
week to improve their abilities in range of motion, speed and functional
strengthening for postural control.

Before and after the 24-week therapy period, the users were pre- and post-
assessed, as described in Figure 2.11. To obtain the information needed to
perform this study and monitor the users, clinical records were obtained from
the ASPACE and further records were obtained from the interdisciplinary
team: a physiotherapist and an occupational therapist and/or a rehabilitation
physician.

Functional
Reach Test
(FRT)

Functional
Reach Test
(FRT)

Berg

CSUVIREY Balance Scale
MONITOR (BBS)

Berg
Balance Scale
(BBS)

ACTIVITY
MONITOR

GAMING WEEKLY
ACTIVITY
MONITOR
Balance Balance

Tinetti Test W1 Tinetti Test

(adapted) (adapted)

Pre-assessment Post-assessment

Fig. 2.11: Scheme of entire clinical intervention.

Measurements

Gaming was assisted by a physiotherapist and monitored by the research
team. In a case report form, the team recorded how participants felt about
the game that day, whether the participants were tired, which games were
played and whether the participants’ did not want to play on that particular
day and why. It was also noted if participants needed verbal commands
to adjust their postural control and when these commands were required.
Additionally, fatigue after therapy was assessed on an analogue 0 to 10 scale,
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and whether fatigue appeared immediately after therapy sessions or during
sessions was noted.

Fatigue is very changeable from day to day in people affected with CP.
Because the system registered difficulty levels according to the parameters
cited previously, the research team’s first task each day was to adjust the
parameters to the patient’s fatigue level. We wanted to increase the difficulty
levels of the tasks, but constant changes in the patients’ fatigue made it
impossible to measure the challenge to balance.

As stated before, all subjects were clinically evaluated prior to the intervention
program and again at the conclusion to assess the hypothesis/objectives.

The parameters used to functionally assess balance were the following:
* Berg Balance Scale (BBS)
* Functional Reach Test (FRT) (FRT, included in the BBS)
* Balance Tinetti Test (adapted)

The BBS was chosen because this scale evaluates the static and dynamic
balance of a patient. It comprises a set of 14 simple balance related tasks,
ranging from standing up to a sitting position. The degree of success in
achieving each task is given a score of zero (unable) to four (independent),
and the final measure is the sum of all of the scores. We consider this scale
to be important because these tasks are based on the patients’ abilities to
perform the tasks and maintain an adequate position to do so. The maximum
score is 56 points, and when the value is under 46, the score predicts that
the patient will suffer multiple falls. The scale has been used to quantify
balance function in neurological disorders. The scale results are interpreted
as follows: from 0 to 20, a wheelchair is required; from 21 to 40, assistance
is needed for walking; and from 41 to 56, the individual is independent while
walking. It takes approximately 15 minutes to perform this test, which is
considered to be a sensitive measure because the test differentiates between
patients with various technical aids for mobility [8].

The FRT was selected because this test notes limitations in ADL and indicates
the risk of falling. This test has been validated as a predictive measure of
repetitive falls [33]. To perform the test, the physiotherapist marked the
shoulder height of each patient on a large sheet attached to a wall. In a
standing position comfortable for the patients, the patients were asked to lift
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an arm to 90 degrees and to then stretch out the fingers and reach forward
as far as they could, bending at the trunk. Functional reach was the distance
between the initial and final positions. Reaching less than 10 inches (25 cm)
indicates a limitation in ADL and a risk of falls.

The Balance Tinetti Test was selected because this evaluates static and dy-
namic balance using several items. However, the Balance Tinetti Test had
to be adapted to our patients because certain items were not applicable to
our study [101]. Scoring of the Tinetti Assessment Tool is performed on a
three-point ordinal scale, with a range of O to 2. A score of 0 represents the
most impaired, whereas a 2 represents the independence. The individual
scores are then combined to form three measures: an overall gait assessment
score Tinetti Gait Section (TGS) an overall balance assessment score Tinetti
Balance Section (TBS) and a gait and balance score (). The maximum score
for the TBS is 16 points. The maximum score for the TGS is 12 points. The
maximum score for the Tinetti Total Score (TTS) is 28 points (TBS + TGS).
In general, patients who the TTS score below 19 are at a high risk of falls.
A TTS score in the range of 19 to 24 indicates that the patient has a risk of
falls [74]. To functionally evaluate gait, the TGS was used.

Results

All participating subjects were able to practice with the motion interactive
game and needed help to set up the game (see Figure 2.12). One subject was
excluded during the study due to tendinitis in one knee.

Fig. 2.12: Actual performance of the system in the ASPACE rehabilitation room.
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pre-assessment post-assessment P-value
(mean + SD) (mean + SD)

BBS 29.5+3.9 34.1+2.2 0.002
FRT
FRT for the Right arm 86+t14 10.1+2.0 0.007
FRT for the Left arm 8.3+2.0 10.1 £3.7 0.052
TTS 16.0 +£4.0 21.0+ 2.8 0.010
TBS 9.6 £2.8 125+£1.9 0.007
TGS 6.3+ 1.5 8.5+ 2.1 0.061

Tab. 2.5: Results of the pre and post 24-week intervention. SD, standard deviation;
BBS, Berg Balance Scale; FRT, Functional Reach Test; TTS, Tinetti Total
Score; TBS, Tinetti Balance Section; TGS, Tinetti Gait Section.

All statistical analyses were performed using SPSS version 19.0 (SPSS Inc.,
IBM, Chicago, IL 60606, USA) and the means of the measurements before
(pre) and after (post) the 24 weeks of intervention were compared using
a paired-samples t test. The results are summarized in Table 2.5 (mean +
standard deviation).

Impact on balance

Eight subjects were included in the analysis. According to the BBS, when
comparing the pre- (29.5 + 3.9) and post-assessment (34.1 + 2.2) results
demonstrated a significant functional improvement (p = 0.002).

A comparison of functional balance revealed significant differences in the
FRT before and after intervention:

* In the right upper limb (pre- (8.6+1.4) and post-assessment (10.14+2.0)).
* In the left upper limb (pre- (8.3+2.0) and post-assessment (10.1+3.7)).
Upon completion of the 24-week intervention program, the results for the TBS
were significantly improved (p < 0.007). In the pre-assessment, the results
were (9.6 + 2.8), and in the post-assessment, the results were (12.5 + 1.9).
Seven subjects improved, and one kept the same score.
Most of the subjects did not reach 10 points in the TBS’s pre-assessment

(only two scored over 10). In the post-assessment, all participants reached or
passed a score of 10, and one even reached the maximum of 16 points.
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Impact on gait

Upon completion of the 24-week therapy program, a significant difference
was noted for the pre- and post-assessment measures. Most of the subjects
did not reach 9 points in the TGS’s pre-assessment (only three scored 8).
However, in the post-assessment, all patients improved, and two surpassed
a score of 10. One participant even reached the maximum score, or 12
points. Post-hoc comparisons showed that balance changed, demonstrating a
significant improvement on the items of Step Symmetry and Path.

A significant difference between the pre- (16.0 + 4.0) and post-assessment
(21.0 £ 2.8) measures (p = 0.010) in the TTS score resulted at the end of the
24-week intervention period. The degree to which the program influenced
the outcome was due to the balance section.

Discussion

The present study was designed to prove the clinical validity of interactive
system, providing objective measures of the improvement of balance function
according to the types of functional exercises and by means of the presented
experimental system. This system was implemented and investigated during
a 24-week physiotherapy intervention program at ASPACE in the Balearic
Islands. All participants significantly increased their balance and gait function
from 16 to 21 points of a total of 28 possible points, according to the TTS for
the risk of falls (p = 0.01).

Objective measurements of balance depend on several physiological systems.
Balance allows us to undertake a wide range of ADL because it enables us to
anticipate changes and coordinate our muscle activity to maintain stability.

Our results show that the experimental system presented improves static and
dynamic postural balance and gait function. The improvement in dynamic
postural balance and gait function is significant after a 24-week interven-
tion.

Some items, involving the physical performance, did not change in the post-
assessment. These tasks may have been too difficult for our population, and
therefore, the experimental manipulation had little effect.
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The degree to which the therapy system influenced the outcome of the FRT
was moderate as an improvement because not reaching 10 inches (25 c¢cm)
indicates limitations in ADL and a risk of falls.

In the post-assessment of the TBS, all participants reached or passed a score
of 10, and one even reached the maximum of 16 points. This increase is due
to improvements on items 3, 6 and 7 on the TBS:

* Item 3: attempts to rise (0 = unable without help; 1 = able, but
requires more than one attempt; 2 = able to rise with one attempt).

* Item 6: nudge, subject at maximum position, with feet as close together
as possible, and examiner pushes lightly on subject’s sternum with palm
of hand three times (0 = begins to fall; 1 = staggers and grabs, but
catches self; 2 = steady).

* Item 7: eyes closed, at maximum position in item 6 (0 = unsteady; 2
= steady)

One limitation of our study is the sample size (eight subjects), especially
because we lacked a control group (subjects not under treatment). However, a
post-hoc power analysis indicated that with eight subjects, there would be an
80% chance that the statistics would have detected a difference greater than
4.6 points in the TTS (for o = 0.05). This difference is clinically significant in
this study because the patients transition from a High Fall Risk (mean of the
pre-test equal to 16) to a Moderate Fall Risk (mean of the post-test equal to
21). The TTS calculation was based on the assumption that the magnitude
of the difference would be equal to the standard deviation of the difference
between the pre- and post-intervention. Future studies with larger samples
should be performed to gain a more complete picture of the improvements
in balance and gait abilities observed in this study.

One of the advantages of the presented interactive system is that it is not
necessary to take any measurements. With an adequate combination of
the computer vision and the virtual view, the patient feels that his/her
movements in the real world cause actions in the virtual view. The patients
are able to understand how their movements perform game actions during
the rehabilitation session, thus facilitating the game’s correct performance to
achieve the rehabilitation goals.
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Design issues for vision-based motor
rehabilitation serious games

Such a conclusion of our previous described experience of implementing
vision-based motor-rehabilitation serious games [53, 72, 85], defining an
interaction model adapted to the user’s capabilities and following the desir-
ables features for rehabilitation serious games presented, we can state that
success of using this type of serious game depends on 7 design issues: the
development paradigm, the interaction mechanism, the interactive elements,
the feedback, the adaptability, the monitoring, and the clinical evaluation.
These design issues are presented in more detail in the next section.

Development paradigm

After first meetings with physiotherapists, we discovered that engineering
technical language is totally different to physiotherapy. To ensure objec-
tives, we decided to develop the game using the prototype development
paradigm [80], which facilitated communication between engineers and
physiotherapists. This paradigm ensures all the necessary information to
perform the different tasks is provided in a clear and understandable way.

Interaction mechanism

A serious game should not develop a new rehabilitation therapy. It is more
suitable to transfer existing therapy to a serious game, where the selected
rehabilitation therapy is the means of interaction with the serious game. As a
major number of patients with motor disease cannot hold a device, a camera
can be used as an input device in order to define the interaction model
adapted to the user’s capabilities [75]. Recent technological advances have
created the possibility to enhance naturally and significantly the interface
perception by means of visual inputs [105], the so-called VBI.

In general, vision-based interaction systems aim to provide reliable computer
methods to detect and analyse human movements. The process is repeated
over time, allowing for monitoring of the user’s interacting actions. According
to the computer vision technique used it is possible to achieve different levels
of detail. In addition, due to the dependence on real conditions (lighting,
distances, clothes...) the interaction environment limits the techniques that
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can be used. Figure 2.5 depicts one example of vision-based interaction
which can be implemented by detecting the user’s silhouette, the skin colour
or the hand motion, for an implementation details see Section 2.3.3.

Interaction elements

Interaction objects must be selected in order to show the users images that
achieve an optimal level of motivation, by choosing themes of particular
interest to each user, see Section 2.3.2 for a detailed example. When the
interaction objects were related to some of these interests [53], the patients
performed the rehabilitation activity faster.

Feedback

The game must respond to the actions of the user through different types
of feedback, in order to user be aware of their current state. In general,
when using VBI with a system [16, 54], providing feedback is critical for
users to feel in control and helping them to understand what is happening.
Especially if there is not contact with the interface by means of an interaction
device. A significant problem of vision-based interaction is that users have
no interaction device of reference. The user, therefore, always should know
when interaction is taking place using visual and audible feedback, see
Section 2.3.2.

Adaptability

Rehabilitation sessions must adapt to the characteristics of the different
users [16, 54, 84]. As the difficult level of therapy depends on the user
interaction (motions), physiotherapists should create a set of templates which
define the position where interaction elements must have, in order to define
different levels in the game depending on the skills and the evolution of each
user. In addition, the game should define different configurations parameters
to customize games and adapt them to different users, see Figure 2.2.

Monitoring

The system must be able to archive different information about each user,
configuration parameters and a dataset for each session consisting of patients
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performance, in order to simplify a patient’s progression as monitored by
the specialists [1, 54, 84]. Therefore, the system has two class of users, the
patient and the specialist. Each are in pursuit of different objectives of the
interaction with the system, see Figure 2.4.

Clinical evaluation

The clinical evaluation aims to quantify the improvement of the rehabilitation
according to the kinds of functional exercises. In order to perform a success-
ful clinical evaluation, it should define the experiment, the participants, and
the measurements depending on the final goals and type of therapy. How-
ever, from our experience, we recommend to design the whole intervention
through a pre-assessment and post-assessment of every measurement, see
Figure 2.11. Optimally, the success of clinical evaluation increase when one
can include a control group and the largest number of measurements. See
Section 2.5 for a entire clinical evaluation description.

Concluding remarks

During the firsts iterations of the development of the experimental system,
we specifically started using the algorithm Continuously Adaptive Mean Shift
(camshift) [14], based on a mean-shift algorithm using a simple webcam.
This iterative method allows the tracking of an object based on color as a
fundamental property. To avoid difficulties with tracking in variable light
conditions, a yellow glove was used to make the algorithm more robust and
to avoid color confusion.

Then, we changed the described tracking for the Microsoft Kinect™™ SDK
one, in order to avoid the user to put a glove. As the tracking initialization
of the Microsoft Kinect'™ algorithm was a wave gesture and the patients
cannot perform it, we changed and the tracking starts when the user hand is
in a certain position of the screen. During all the experimentation period we
used that tracking.

During the video game development we have noticed that environmental
conditions have a big influence on the game. First, due to the dependence on
real-world conditions (e.g., lighting, distances, and clothes), the interaction
environment limit the techniques that can be used. Second, we noticed that
user sometimes was distracted by what was happening around him. For that
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reasons, we developed a computer vision algorithm in order to segment the
user from the scene background.
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Modelling depth for
nonparametric foreground
segmentation

The problem of detecting changes in a scene and segmenting
the foreground from background is still challenging, despite
previous work. New RGBD capturing devices including
depth cues could be incorporated to improve foreground
segmentation. In this chapter, we present a new nonpara-
metric approach where a unified model mixes the device
multiple information cues. In order to unify all the device
channel cues, a new probabilistic depth data model is also
proposed where we show how handle the inaccurate data
to improve foreground segmentation.

Introduction

Background subtraction is a widely used technique for detecting moving
foreground objects in image sequences. It is considered the first step in many
computer vision algorithms. In addition, foreground segmentation, provide
an important cue for numerous applications in computer vision such as:
surveillance, tracking, recognition, human poses estimation, among others.
The main objective is to detect objects that do not belong to the scene by
comparing the current observation with previous references. This reference
can be a single image or a more complex model of the real scene, also called
scene model. Typically, this model is a statistical representation of the scene
and it is updated in order to be adapted to the variations of its conditions.

This problem has been widely addressed in the literature. Reviews can be
found in [13, 36]. Despite this previous research, there is no universal
technique covering all requirements of applications that need to detect the
foreground of a scene [12]. In [103] several important challenges of back-
ground subtraction were described. Some of them are strongly related to
the nature of color information, such as: shadows, changes in the scene
illumination, camouflage or foreground aperture. These problems continue
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to be challenging to the modern approaches as described in [93], where 29
different algorithms were evaluated and compared. We can conclude that
we need to continue working in this kind of algorithm in order to solve the
previous described problems.

Our hypothesis is overcome these problems adding physical information to
the background model. Different approaches to obtain 3D information of
the scene were proposed using stereo devices or camera networks [29]. This
depth measures provide geometrical information about the scene where each
pixel value represents the distance from the device to the point in the real
world. In order to obtain an accurate dense map of correlations between
two stereo images, time-consuming stereo algorithms are required. Without
specialized hardware, most of these algorithms are too slow for real time
background subtraction. In addition, multi-camera networks introduce other
problems such as: camera installation, calibration and data fusion.

Nowadays, low-cost RGBD devices that are able to capture depth and color
images simultaneously at frame rate up to 30 fps are available off the shelf.
These devices have certain limitations such as lower sensitivity at high dis-
tances, producing depth camouflage or absent observations due to the scene
characteristics.

We present a new per-pixel scene modelling approach using both depth and
color information, using this kind of noisy depth information in an unified
model mixing all the device multiple information cues. We propose a model
that keeps a sample for each pixel of the scene and estimates the probability
that a newly observed pixel value belongs to the background. The model:

* Estimates the probability of pixel being foreground independently for
each new frame.

* Is updated each iteration of the algorithm depending on partial results.

* Adapts itself to changes in the background process and detect targets
with high sensitivity.

There are multiple proposals for scene modelling. In particular, KDE has been
already used in state-of-the-art techniques [37] only with color information
with good results [48]. Although, KDE allows to add new channels to the
model without increasing computational complexity. By these two previous
described reasons, we decided to construct our model using a KDE process.
When using a Gaussian Kernel, the probability density function can be thought

Chapter 3 Modelling depth for nonparametric foreground segmentation



3.2

of as a generalization of the Gaussian Mixture Model (GMM), where each
single sample is considered to be a Gaussian distribution by itself. However
unlike GMM, in KDE no mixture parameters need to be estimated. This allows
us to estimate the density function more accurately, without assumptions
about the density model, depending only on recent information from the
sequence.

Adding a depth channel to KDE background model is not an obvious process
because the depth channel defers in its characteristics from color channels.
In particular the depth channel has significant amount of missing information
where the sensor is unable to estimate the depth at certain pixels. In this
chapter, we show how to handle the inaccurate depth data in the proposed
nonparametric scene model. With this purpose we properly define the absent
depth observations in order to include them in the scene model. The key
idea is that pixels that cannot be classified as background or foreground are
classified in a new class, which we called undefined. Therefore, absent obser-
vations could be handled in an unified manner. In addition, by introducing
depth data, the proposed scene model is capable of instantly detecting the
changes of background objects.

This chapter is organized as follows: first, we describe the related work
of background subtraction algorithms using depth information. Second, we
enumerate and describe the challenges of using depth data. Next, we describe
the theoretical model we use to segment the foreground from background
in image sequences. In Section 3.5 we describe the model update process.
Finally, we present a concrete implementation of our background subtraction
algorithm using a particular device.

Related Work

There is a large literature on the subject of background subtraction. We refer
to some comprehensive surveys about this subject [13, 36, 29, 7, 93]. We
focus here on approaches that fused color and depth information. Most of
these techniques modify traditional background subtraction approaches by
adding one extra channel to depth besides the color channels, and suggesting
some heuristics to address the heterogeneous characteristics of these differ-
ent cues, Table 3.1 shows an overview of the different background scene
modelling techniques using depth and color information.

3.2 Related Work
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Gordon et al. [46] proposed an approximation to Gaussian Mixture Modelling
(GMM) to describe the recent history of color and depth scene observations at
each pixel. A multidimensional Gaussian mixture distribution is constructed,
with three components in a luminance-normalized color space, and one depth
channel. Special processing is made in order to deal with absent depth pixels,
allowing foreground decisions when depth model for a pixel is invalid but
its latest depth observation is valid and it is connected to regions where
foreground decisions have been made in the presence of valid background
data. No update phase is described, so this algorithm only can be used in
static scenes. A similar approach is presented in [62] using ToF cameras.

In [95] a new mixture of Gaussians approach is proposed, where depth and
infra-red data are combined to detect foreground objects. Two independent
background models are built using depth and infra-red information, each
pixel is classified by binary combinations of foreground masks. Performance
of this approach is limited since a failure of one of the models affects the
final pixel classification.

An adaptation of the Codebook [56] background subtraction algorithm was
proposed by [40] fusing depth and color information to segment foreground
regions. A four-channel codebook was used, depth information is also used to
bias the distance in chromaticity associated to a pixel, according to the depth
measurements. Therefore, when the depth value is invalid, the detection
depends entirely on color information.

Clapés et al. [24], presented a background subtraction technique where a four
dimensional Gaussian distribution was used as first step of user identification
and object recognition surveillance system. No special processing was made
in order to deal with absent depth observation pixels. As they used a single
Gaussian approximation, the algorithm was not able to manage multi-modal
backgrounds, this similar problem can be observed in other approaches
like [46] and [58].

ViBe is a per-pixel algorithm, based on a Parzen windows-like process [5].
The update is done by a random process that substitutes old pixel values
with new ones, sampling the spatial neighbourhood for refining the per-pixel
estimation is done. ViBe has acceptable detection results in many scenarios,
it is problematic with challenging scenarios such as darker background, shad-
ows, and frequent background changes [12]. In [64], a new ViBe approach
is presented using RGB and ToF (Time-of-Flight) cameras. Each model is pro-
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cessed independently and the foreground masks are combined with logical
operations and then post-processed with morphological operators.

In [78] used separate GMM for color and depth information. Algorithm
consider a foreground mask calculated using the GMM with RGB information
given its great reliability in contours definition. Then a compensation factor
(CF) is added, this is obtained by both color and depth information. Once CF
has been evaluated, the final foreground mask is obtained after a logical OR
and a final step for noise removal. Same authors present a similar approach
in [79] changing the GMM for ViBE .

Song et al. [94] developed a method based on the GMM using gray scale
and depth information to solve the limitations of color-based algorithms,
especially in color camouflage situation. They built a probabilistic background
model for combining color and depth information. In addition, they made a
new dataset for evaluating the BGS algorithm using color and depth.

In [44], a foreground segmentation system that combines color and depth
sensors information in a Bayesian Logarithmic Opinion Pool framework is
presented. They presented a Spatial Color GMM and a Spatial Depth GMM
to model the foreground, and two pixel-wise Gaussian models to model the
color and the depth background domains. Those models are combined by
using the Logarithmic Opinion Pool and the Hellinger distance in order to
achieve a correct and robust classification of the pixels of the scene. The
system is robust in front of color and depth camouflage problems, and also
improves the segmentation in the area of the objects’ contours. The quality
of the foreground segmentation depends on its correct initialization and the
correct modelling of all the regions of the object.

The method presented in [45] exploits new RGBD devices to make the
background and foreground models more robust to effects such as camouflage
and illumination changes. First, a preprocessing stage for aligning color and
depth data and for filtering/filling noisy depth measurements is done. Then,
they models the scene’s background and foreground with a Kernel Density
Estimation approach in a quantized x-y-hue-saturation-depth space. This
approach is not suitable for real-time applications.

Camplani and Salgado [18] proposed a per-pixel background modelling
approach that fuses different statistical classifiers based on depth and color
data by means of a weighted average combination that takes into account the
characteristics of depth and color data. A mixture of Gaussians distributions
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is used to model the background pixels and an uniform distribution is used for
the modelling of the foreground. Same authors presented another approach
in [19] based on the fusion of multiple region-based classifiers. Foreground
objects are detected by combining a region-based foreground on depth data
prediction with different background models, providing color and depth
descriptions of the scene at pixel and region level. The information given
by these modules is fused in a mixture of experts fashion to improve the
foreground detection accuracy.

In the different approaches we described in this Section normally don’t use
depth and color information in an unified way, other solutions tends to use
depth information as first decision filter before applying color information.
Furthermore absent depth observations from sensor are ignored without any
special treatment.

Datasets

Related to the different algorithms there are different datasets that are
designed to verify the feasibility and the quality of the constructed algorithms
and enables direct comparison between them.

In [40] they provided a dataset, called CITIC RGB-D Dataset, for evaluation
of background subtraction techniques using the Microsoft Kinect sensor. They
presented four sequences, including both RGB and depth images. Some
frames have been hand-segmented to provide ground truth information. For
each frame in the dataset, depth information was normalised from 0 to 255,
where 255 is the maximum depth value in that frame, with the resulting loss
of information.

In [43] they recorded a nine single person sequences with a Microsoft Kinect
device. The aim of this dataset is to show depth and color camouflage
situations that are prone to errors in color-depth scenarios.

In [96] they present a RGB-D Rigid Multi-Body Dataset that consists of 3 RGB-
D videos of objects with different sizes. The sequences have been recorded
using an Asus Xtion Pro Live camera. Ground truth for the camera pose has
been obtained with an OptiTrack Motion Capture system. They also manually
annotated the moving objects in frames at every 5 seconds. Each dataset
contains 1100 frames.
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Authors Background model Maintenance Features Inforn}atu.)n Deptl'1 o
Scheme Combination Acquisition
Gordon and Darrell Online K-means Combined in the Two
(1999) [46] GMM approximation depth same model Cameras
. GMM RGB .
S. Ottonelli et al. GMM depth Not defined RGB Depth Log1ca¥ Stereo
(2013) [78] . operations Camera
Compensation factor
. ViBe RGB .
S. Ottonelli et al. ViBe depth Not defined RGB Depth Loglca% Stereo
(2013) [79] . operations Camera
Compensation factor
New Gaussian
Langmann et al. GMM creation or YCbCr Same Model ToF
(2010) [62] depth
parameters update
Background model:
two independent
Jaime Gallego and Gaussians per pixel. Separate update for Logapthmm
A Foreground model: Opinion Pool
Montse Pardas ial Col . background and RGB Depth d th i ToF
(2014) [44] Spatial Color Gaussian foreground model and the Hellinger
Mixture Model (SCGMM) distance
Spatial Depth Gaussian
Mixture Model (SDGMM)
A. Stormer et al. GMM FIFO Near infrared Combined in ToF
(2010) [95] Iteratively updated Range data the same model
gray scale
PMD: .
JLeens et al. Motion maps Not defined distance Loglca% ToF
(2009) [64] . operations
amplitude
intensity
D. Giordano et al Hue Combined in
(2014) [45] Binned KDE Iteratively updated zeel;lill;atlon the same model Kinect
Y.Son rav scale Probabilistic model
(ﬁOl 4g) [94] GMM Not defined <gje };h based on Gaussian Kinect
P distribution
Background:
Camplani et al. z(i}rll\glt\{[lef? rfocl? lloer etlll'lld Iteratively updated RGB Statistical Kinect
(2013) [18] P y up depth classifiers
Foreground:
uniform distribution
Fusion of multiple
region-based
Camplani et al. classifiers. . RGB Mixture .
(2014) [19] Different background Iteratively updated depth of experts Kinect
models, based on
GMM
Enrique J.
Fernandez-Sanchez Codebook Not defined RGB Codeword Kinect
etal. depth
(2013) [40]
Clapés et al Four dimensional ] RGB Combined in .
(2013) [24] Gaussian distribution Not defined depth the same model Kinect

Tab. 3.1: Background subtraction algorithms using color and depth information:
An overview.
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In [18] the authors present a six-video RGBD dataset recorded using a Mi-
crosoft Kinect device with hand labelled ground truth in a indoor scenario.

In [81] present a dataset featuring a total of 5724 annotated frames divided in
three indoor scenes. For each scene, a total of three persons are interacting,
reading, walking, sitting, reading, etc. Every person is annotated with a
unique ID in the scene on a pixel-level in the RGB modality. For the thermal
and depth modalities, annotations are transferred from the RGB images using
a registration algorithm.

Challenges of depth data

Depth sensors provide partial geometrical information about the scene, where
each pixel depth value is proportional to the estimated distance from the
device plane to the point in the real world. Among several technologies,
recently there are two main types of consumer depth sensors that have
become widely popular and accessible, based on Structured light and Time-
of-flight.

Structured light sensors: consist of an infra-red (IR) emitter and an IR
camera. It estimates depth by structured light coding technology. Its IR
emitter projects an IR speckle pattern onto the scene. IR camera captures the
reflected pattern and correlates it against a stored reference pattern of a plane.
These sensors have a lack of sensitivity and they are not able to estimate
depth at all pixels in the scene. The noise of depth measurements increases
quadratically with increasing distance to the sensor [55]. In consequence,
between consecutive values gaps are found.

Time-of-flight sensors (TOF): resolve the distance based on the known
speed of light. Depth is proportional to the time needed by the active
illumination source to travel from emitter to target. Typically IR light is used
for this purpose. This technology provides better accuracy than structured
light sensor and is less susceptible to generate shadows in the scene. Noise
can be approximated well by means of a normal distribution [39].

Independently of the used technology, estimated depth data by these devices
suffer from several problems which we describe here.
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Depth Camouflage

Due to the sensor lack of sensitivity, when foreground and background are
close at depth, the sensor gives the same depth data values. This makes it
hard to segment the foreground from the background based on depth. In
Fig. 3.1 there is a example of depth camouflage.

(a)RGB image. (b)Structured light (c)TOF sensor.
Sensor.

Fig. 3.1: Depth camouflage.

Specular materials

Rays from a single incoming direction are reflected back into a single outgoing
direction without causing the diffusion needed in order to obtain depth
information. This effect is described by the law of reflection, which states
that the direction of incoming light (the incident ray), and the direction of
outgoing light reflected (the reflected ray) make the same angle with respect
to the surface normal. It is typically produced in smooth materials as glass
or plastic. In Fig. 3.2 we can see the effect when the camera is pointing a
window.

(a)RGB image. (b)Structured light (c)TOF.
Sensor.

Fig. 3.2: Specular materials.

Near objects

Sensors have minimum depth working distance. Due to the proximity of the
foreground objects, the sensor is unable to have any depth measurement of

3.3 Challenges of depth data
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that objects. Typically both structured light sensors and time-of-flight sensors
have a near depth limit of 0.5 meters. See Fig. 3.3.

(a)RGB image. (b)Structured light (c)TOF sensor.
Sensor.

Fig. 3.3: Near objects.

Remote parts of the scene

Sensors have maximum depth distance detection. Parts of the scene farther
from this distance appear as gaps in depth images. Typically both structured
light sensors and time-of-flight sensors have a depth limit between 4 and 5
meters. See Fig. 3.4.

(a)RGB image. (b)Structured light (c)TOF sensor.
Sensor.

Fig. 3.4: Remote parts of the scene.

Non reachable areas

Depending on the imaging geometry and the sensor position, parts of the
background may be occluded. This makes the sensor unable to estimate the
depth at these locations. This effect normally takes place on the objects inside
corners, as Fig. 3.5 illustrates.

Shadows

Foreground objects blocks the active light emitted by the sensor from reaching
the background, which causes shadow cast on the background. Therefore the
sensors are unable to estimate the depth at these blocked regions. Therefore
RGBD sensors exhibit two different types of shadows: visible-light shadows in
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(a)RGB image. (b)Structured light (c)TOF sensor.
Sensor.

Fig. 3.5: Non reachable areas.

the RGB channels, and IR shadows in the depth channel. These two different
types of shadows are different in their geometry and in their spatial extent in
the image. See Fig. 3.6.

- *.

(a)RGB image. (b)Structured light (c)TOF sensor.
Sensor.

Fig. 3.6: Shadows.

Absent depth observations

When depth can not be measured at a given pixel the sensor return a special
non-value code to indicate its inability to measure depth. Such pixels appears
as holes in the images with absence of depth value. In this work we denote
these pixels as Absent Depth Observations (ADO), usually the depth channel
value for an ADO pixel is 0. See black regions in Figs. 3.1-3.6.

Nonparametric scene model

In this section, we describe the theoretical background model. As we ex-
plained in the introduction our objective is to propose an unified probabilistic
model that takes a sample for each pixel of the scene and estimates the
probability that a newly observed pixel value belongs to the background.

3.4 Nonparametric scene model
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Statistical model

The model is based on recent scene information. That is, given the last
n observations of a pixel, denoted by x; , i = 1,...,n, it is possible to
estimate the probability density function (pdf) of each pixel with respect to
all previously observed values [37, 90]

P(x) = 1 zn:KU(x - X;), (3.1)

ni3

where K is a kernel, that is, a non-negative function satisfying [ K (z)dz =1
and K (u) > 0. o is the bandwidth parameter that controls the smoothness of
the estimation.

Kernel density estimation allow us to estimate the pdf by averaging the effect
of a set of kernel functions centred at each data observation. Kernel density
estimators asymptotically converge to any density function with sufficient
samples [90, 32]. This property makes the technique quite general for
estimating the density of any distribution.

For multidimensional observations, we can generalize Eq. 3.1 as

Pl)= [HF Y K(H H(x—x). (3.2)
=1

where K is a multivariate kernel. H is the bandwidth matrix, which is a
symmetric positive dxd-matrix in the d-dimensional observation space R,
which enclose all the sensor data values.

The choice of the bandwidth matrix H is the single most important factor
affecting the estimation accuracy, since it controls the amount of and orienta-
tion of smoothing induced [108]. Diagonal matrix bandwidth kernels allows
different amounts of smoothing in each of the dimensions and are the most
widespread due to computational reasons [107].

o? 0 0

0 o2 0
H= ?

0 O o2
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where o? is bandwith of the kernel in the i-th dimension, i.e. independence
between the different channels is assumed.

Instead of the matrix products of Eq. 3.2 independent products of one-
dimensional kernels [90] can be used

n d
ZHKO‘j(ZEj —{Eij) s (33)

A variety of kernel functions with different properties have been used in the
literature. Typically, the Gaussian kernel is used for its continuity, differentia-
bility, and locality properties. Note that choosing the Gaussian as a kernel
function is different from fitting the distribution to a Gaussian model (normal
distribution). Here, the Gaussian is only used as a function to weight the data
points. Unlike parametric fitting of a mixture of Gaussian functions, kernel
density estimation is a more general approach that does not assume any
specific shape for the density function. In our approach N (0, H) is selected.
The final probability density function can be written as

1. d 1 -1 (l‘j—zij>2
P(x)=— e %G (3.4)
(x) n 221]1_[1 ,/27r0]2

Given this estimate at each pixel, a pixel is considered foreground if its
probability is under a certain threshold, ~, that is, If P(z;) < 7.

To estimate the kernel bandwidth 0]2- for the jth dimension for a given pixel,
similar to [37], the median absolute deviation over the data for consecutive
values of each pixel is computed. That is, the median, m;, of each consecutive
pair (z;, z;11) in the data is calculated independently for each dimension.
Since we are measuring deviations between two consecutive values. Each
pair (z;, x;,1) usually comes from the same local-in-time distribution and
only few pairs are expected to come from cross distributions. Assuming that
this local in-time distribution is Normal N (u, o) then the deviation (x; - x;11)
is Normal N (0,207). Since this distribution is symmetric, the median of the
absolute deviations is equivalent to the quarter percentile of the deviation
distribution

Pr(N(0,20;) > m;) = 0.25 . (3.5)

3.4 Nonparametric scene model
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So, the standard deviation of the first distribution can be estimated as:

m;

o; = .
7 0.68v2

(3.6)

Finally, in order to make a fast implementation of the algorithm, the proba-
bility is estimated given the pixel value difference and the Kernel function
bandwidth using a pre-calculated lookup table.

Depth data modelling

We want to use the previous described scene model with color and depth
information in an unified way. However, the model cannot be applied in a
standard way because the sensor’s ADO need a special treatment where depth
is just treated as a fourth channel besides RGB. These ADO can introduce
errors to our model as well as to any background model. In addition, a pixel
can be ADO all over the sequence or switch in a random manner between
ADO and a valid value. We classify two categories of ADO:

* Ones provoked by the scene physical configuration, and therefore they
belong to the background, even in absence of foreground objects. These
include specular background materials, remote parts of the scenes, and
non reachable areas.

* Ones caused by the foreground objects. These include near objects,
specular foreground objects and shadows.

We want to differentiate these two classes of ADO-pixels in order to model the
ones that belong to scene in order to add some information to the background
model. We propose a probabilistic model, we call ADO-model, that is the
probability of a pixel being ADO and belonging to the background model,
denoted by P,. This probability is calculated for the depth component of
each pixel, D, of last observations. ADO-model is updated for each pixel
during the training stage. P, is calculated recursively as follows:

Py(Dy) = 0 (3.7)
Pa(Dy) = axmask;+ (1 —a)* Psa(Dy_q) ,
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where « € [0, 1] is the update rate, and mask; is a binary value corresponding
to an ADO-mask, where each pixel have value of 1 if D; is ADO and O if
not.

In order to avoid adding ADO-pixels to the background model, we selected
a strategy based on overwriting the pixel with its previous one. Let D,
t =1,...,n be the n recently sampled depth values at a given pixel, D;, is
calculated as follows:

Dt717 lf Dt = ADO
D, = , (3.8)

Dy, otherwise

where for Dy, we use the suggested inpainting strategy in [49], applying
an initial image reconstruction algorithm by [100] that tries to estimate the
correct values for ADO regions (see Fig. 3.7). For the following depth frames
each ADO pixel is overwritten by a previous value (see Eq. 3.8). Once this
process is done, background model is updated.

Fig. 3.7: Inpainting process: Left image depicts first sequence frame after inpainting
process. In the right image it can be observed that holes appearing in left
images have disappeared due the process.

This ADO-model is calculated for each pixel during the training phase. Fig. 3.8
depicts the ADO-model computation process: Pixels with P4 higher than a
threshold, 6, are overwritten with a previous value and incorporated to the
background model. The other ones rest as undefined pixels and then are
classified as the undefined class: If D, = ADO and P4(D;) < 6.

Background moving object detection

Depth information can be useful to address different problems than using
color information due its different nature. In real scenes a background object

3.4 Nonparametric scene model
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Depth
Frame

Hole Filling

Background
Model

Overwrite

Other Frames ADO-pixels

Fig. 3.8: Training step: In the first frame we apply an inpainting process. For the
following depth frames each ADO pixel is overwritten by a previous value.
Once this process is done pixels are added to background model.

can be moved. Such area should not be considered part of the foreground
forever after, so the scene model has to adapt and understand that the scene
layout may be physically updated [29]. Typically in background subtraction
algorithms the new background is incorporated to the model at different
speed depending on the corresponding update rates, see Eq. 3.9. By intro-
ducing depth data we present a new approach, allowing instantaneous pixel
classification.

pizel;, = «axmask+ (1 —a)*pizel;_; . (3.9)

The idea is based on the fact that if a new depth observation is located farther
than the modelled values, this is probably because it becomes part of the
background because some object has been removed from the scene. In order
to detect these changes we compare the difference of this new observation
with the background model and we evaluate if that difference is bigger than
the modelled one for each pixel. The cumulative density function (cdf) over
the absolute difference of two consecutive observations of a pixel permits to
formalize this idea.

Given the last observations D, ..., D, the ith component of vector V is
defined as

for all k possible sensor values, k € {0...L}, where L is the maximum number
of depth levels.
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Then, we define P(k) = 1 4{V; : V; = k},

T n

and
Fy(k)=>_P(j) - (3.11)
j=1
Finally, given a new observation D; and the observations Dy, ..., D,, we

define the the ith component of evaluation set Cp, as the threshold to zero
of the difference. That is

Dy—D;, itD;—D;>0
Cp,, = ) (3.12)
’ 0, otherwise
Vi = [1...n]. The evaluation function for background moving objects
detection is
> F.(k
U(D,) = =7 &) (3.13)

n

If U(Dy) is higher than a predefined threshold, &, the pixel is considered part
of the background.

This detection is very relevant, so physical changes in the scene are detected
when occur. The 3.9a contains a sequence illustrating an example of back-
ground object moving detection, Fig 3.9b depicts the same sequence once
the algorithm has been applied.

Model update

In previous sections we detailed how to detect foreground regions of a
scene given a recent history sample for each pixel. This model needs to be
dynamically updated in order to properly respond to changes in the scene. As
the kernel bandwidth estimation requires all the samples to be close in time,
the update is performed using a first-in first-out queue, the oldest sample is
discarded and a new sample is added to the model.

Different update strategies are used in order to keep the model updated. On
one hand, color information tends to have quick variations due to shadows
and variant luminance so we consider it as an unstable model. On the other
hand, depth information tends to be more stable.

3.5 Model update

57



ll‘r“‘“l . —
x g |/]~4///l,||| |F

i

, . ; : £
(a)Set of color frames background from a moving object sequence from an existing
dataset.

(b)Same sequence once the background moving objects algorithm has been applied.
Blue pixels are those classified as background.

Fig. 3.9: Graphical explanation of background moving objects algorithm.
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Color update

The intensity distribution of the color information can change dramatically
over very short periods of time [37]. For each frame the color model is
updated so the model can adapt very quickly to changes in the background
process. A new observation is added to the model only if it is classified as a
background sample. If a pixel is updated with the foreground color value,
the error will be propagated over time and misclassification problem will
be raised. In order to avoid the model adaptation to the foreground objects
characteristics, a higher threshold is proposed in order to have a less strict
condition and avoid updating pixels that are very close to belong to the
foreground.

Depth update

Unlike color, depth information represents a stable long-term description of
the scene. Therefore, it is not necessary to update the model each frame as
pixel values do not change as fast as color values. Pixels detected as a part of
a background moving object are automatically classified as background and
their models are updated. In fact, updating depth model is very related to
physical changes in the real world scene, so pixels detected as background
moving objects (see Section 3.4.3) are the selected pixels to be updated.
In addition the ADO-model is updated for these pixels during this update
phase.

Generic Scene Modelling (GSM)

In this Section we describe an experimental configuration of the scene mod-
elling algorithm. Prior to the use of the scene model it is necessary to perform
a training stage where models of color and depth information are learned and
the bandwidth of each used channel is calculated at each pixel. In Table.3.2
there are the complete algorithm details.

As it is explained in Section 3.4.2 the algorithm classifies pixels in three
different classes: background, foreground and undefined. Undefined pixels
are those ones that are ADO and we cannot ensure that belong to the back-
ground (see Table.3.2 for details), the final decision of decide what to do with
pixels that belong to the undefined class is left to the final user depending
the application purposes and environmental conditions. In order to have

3.6 Generic Scene Modelling (GSM)
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a complete evaluation we used two implementations of the proposed GSM
algorithm: GSMy p if undefined pixels are considered as background and
GSMy - if undefined pixels are considered as foreground.
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Let define an observation x = {r, g, D}, therefore d = 3. 6, v and ¢ are constant
values over all algorithm, where: v = 1078, # = 0.0050 and & = 0.6.

Training stage

Initialization step:
* Image inpainting algorithm to compute Dy.
e P4(Dy) = 0.

Let (x1, ..., X; , X, ) the observations used for modelling the scene for each D; € x;

Depth treatment:

* Compute the ADO-model: P4(D;) = o * mask + (1 — ) x Pa(D;_1).
e If D; is ADO-pixel then D; = D;_1 else D; = D,.
* Substitute D; for D; in x;.

Calculate the kernel bandwidth for each dimension d.

* Vj € [1..d] compute the median absolute deviation m; for consecutive values of

observations:
m; =| zji —xjipr |Vie[1...1].

m;

* Calculate de bandwith o; = 5=47.

Segmentation stage

Let x; a new observation

Depth treatment:
* If Dy is ADO-pixel then D, = D,_; else D, = D;.
* Measure the probability of a pixel being part of a background moving object:
U(Dy) = %Zwecbt Fy (k).

s If U(D,) > ¢ then x; € background.
Calculate the probability of a pixel being background for all dimensions, d:

2
1 (@nj—wig)
27 o2

d
1
e i
=1 jl;ll A /27\'0’?

?

3=
NSE

* P(x) =

e If P(x¢) < +y then x; € foreground else x; € background.
* Classify x; € as undefined If D, is ADO-pixel and P4(D;) < 6.

Update background model:
* If x; € background then update color model.

o If U(D,) > ¢ then update depth model.

Tab. 3.2: The generic scene modelling algorithm for RGBD devices.
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Evaluation

The evaluation of a new method is a very relevant task so
as to discover its strengths and weaknesses compared to the
other existing proposals. In this chapter, the Generic Scene
Model described previously is evaluated using an existing
dataset. In addition, a new RGBD video dataset is presented
in order to introduce a new standard for comparison pur-
poses of this kind of algorithms. Results show that Generic
Scene Model (GSM) can handle all depth issues, obtaining
better results than state-of-the-art algorithms.

Introduction

The GSM algorithm described in the previous chapter needs to be properly
evaluated in order to ensure its performance.

In order to evaluate the previously defined scene model algorithm a Microsoft
Kinect 1 sensor is used as RGBD device, see Fig 4.1. The device’s technology is
based on structured light. The image processor of the sensor uses the relative
positions of the dots in the pattern to calculate the depth displacement at each
pixel position in the image [55]. We use the sensor raw depth information
value D, which corresponds to a depth valid range between 0.5 and 4.5
meters. In addition, for this sensor, all ADO have the same value, that is
650.

IR Projector ~ RGB Camera IR Sensor

®© 00

Fig. 4.1: RGBD used sensor scheme.

Usually, color information is useful for suppressing shadows from detection by
separating color information from lightness information. In order to construct
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a robust algorithm independent of illumination variations we separated color
information from luminance information using a non luminance dependent
space color. Then, color is defined as a combination of luminance, hue and
saturation. Chromaticity is an objective specification of the quality of a color
regardless of its luminance. It can be described as a combination of hue and
saturation. Given the device’s three color channels R, G, B, the chromaticity
coordinatesr, g and b are: r = R/(R+G+B), g = G/(R+G+ B), b =
B/(R+ G+ B) where: r + g+ b = 1 [65]. In our model we use two
dimensions: r and g.

The evaluation process was done using two datasets. First, we compared
with an existing dataset which emphasizes on camouflage and shadows
problems, Camplani dataset. We selected this dataset because facilitates us
comparing with other background subtraction algorithms using both color
and depth information [18] and up to our knowledge is the first one made
using RGBD information. Second, a new RGBD dataset is built inspired
by one of the most used color-based background subtraction datasets, the
WallFlower dataset [103]. As we will explain, it is designed in order to test
all background subtraction issues described in Wallflower besides the new
depth challenges described in the previous chapter.

Different metrics can be used to measure the algorithm’s performance. For
the two performed tests, all the used ones are based on the following basic
metrics: True Positives (TP): counts the number of correctly detected fore-
ground pixels. False positives (FP): counts the number of background pixels
incorrectly classified as foreground. True negatives (TN): counts the number
of correctly classified background pixels. False negatives (FN): counts the
number of foreground pixels incorrectly classified as background.

This chapter is organized as follows: first part is dedicated to the evalu-
ation of the presented algorithm using an existing dataset. Second part is
dedicated to the evaluation of the algorithm using the dataset we designed.
In each part, there is the description of each sequence, the description of
the evaluation method and the evaluation results. Finally, there are the
conclusions of the chapter.

The Camplani Dataset

In [18] the authors presented a six-video RGBD dataset with hand labelled
ground truth. Up to our knowledge this is the first RGBD benchmark dataset
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with hand-labelled ground truth that includes sequences with different chal-
lenging scenarios for foreground segmentation.

Description

In this section we describe each used sequence of the Camplani dataset,
information is summarized in Table 4.1.

Sequence  Number of Ground truth  Test Objective

frames frames
GenSeq 300 39 Test the overall performance of the
algorithm in case of general scenes.
DCamSeq 670 102 Analyse the performance of the algo-
rithm when depth camouflage occur.
ColCamSeq 360 45 Test the performance of the algo-
rithms when color camouflage prob-
lem occur .

ShSeq 250 25 Highlight the impact that shadows

projected by moving objects.
MovedBG 250 - Evaluate the algorithms where an ob-

ject from the background is moving.

Tab. 4.1: Characteristics of evaluated sequences from Camplani dataset.

GenSeq

GenSeq is used to test the overall performance of the algorithm in case of
general scenes taking into account all the possible error contributions to the
scene (see Fig. 4.2). It is composed by 300 frames and the corresponding
ground truth is composed by 39 frames spanning 115 frames of the sequence
where the moving objects are present, one of every three frames has been
labelled.

Fig. 4.2: GenSeq sequence. Left frame depicts an example of depth frame for this
sequence. Two next frames depict the start and the end of the sequence.

4.2 The Camplani Dataset
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DCamSeq

DCamSeq helps to analyse the performance of the algorithm when depth cam-
ouflage occur (see Fig. 4.3). It is designed to evaluate the performance of the
algorithm when interactions between foreground and background elements
of the scene occur. The sequence contains 670 frames and the ground truth
is composed by 102 frames that cover 400 frames of the sequence where
the moving object is present. One of every four frames has been labelled as

ground truth.

m

] |
Zond e
\ \ _L

N [T

Fig. 4.3: DCamSeq sequence. Left frame depicts an example of depth frame for this
sequence. Two next frames depict the start and the end of the sequence.

ColCamSeq

Sequence ColCamSeq aims to test the performance of the algorithms when
the color camouflage problem occur (see Fig. 4.4). It contains 360 frames
and the ground truth is composed by 45 frames that cover 240 frames of the
sequence that are the one where the moving object is present.

Fig. 4.4: ColCamSeq sequence. Left frame depicts an example of depth frame
for this sequence. Two next frames depict the start and the end of the

sequence.

ShSeq

The goal of this sequence is to highlight the impact that shadows projected
by moving objects have on the foreground segmentation algorithm (see
Fig. 4.5). It is composed by 250 frames and the corresponding ground truth
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is composed by 25 frames spanning 120 frames of the sequence where the
issue to evaluate is present.

Fig. 4.5: ShSeq sequence. Left frame depicts an example of depth frame for this
sequence. Two next frames depict the start and the end of the sequence.

MovedBG

The goal of the sequence is to evaluate the algorithms where an object
from the background is moving, that is, a waking object (see Fig. 4.6). The
sequence is composed by 250 frames. There is not ground truth frames as
the dataset authors argue that since the new background is incorporated at
different speed by the different algorithms (depending on the corresponding
learning rates) they cannot be compared.

Fig. 4.6: MovedBG sequence. Left frame depicts depth information. Two next
frames depict the start and the end of the sequence.

Metrics

Camplani et al. compared eight different scene modelling algorithms: the
Camplani algorithm (CLy ), two weak classifiers defined in their paper (CLo
and CLp), four different implementations of mixture of Gaussian and ViBe.
In order to perform the evaluation they used seven metrics: the generic FN
and FP, Total error (TE), that is, the total number of misclassified pixels,
normalized with respect to the image size. Similarity measure (S) that is
a non-linear measure that fuses FP and FN and it is close to 1 if detected
foreground regions correspond to the real ones, otherwise its value is close to
0. Finally, a Similarity measure in object boundaries (Sp), it is calculated

4.2 The Camplani Dataset
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as S, but considering only the regions of the image surrounding the ground
truth object boundaries of 10 pixel width. Two different metrics are used
to rank the accuracy of the analysed algorithms. RM, rank each method for
each performance metric for one sequence. Let us define rank;(m, sq) as the
rank of the ith method for the performance metric m in the sequence sq, the
average ranking of the method i in the sequence sq is calculated as:

1
RM; = N Z rank;(m, sq), 4.1)

where N,, is the number of performance metrics. RC, is defined as a global
ranking of algorithms across all sequences, that is computed as the mean of
RM for each method across all the sequences. Table. 4.2 summarizes these
metrics.

Measure Description

False Positives (FP) = Number of false positives.

False Negatives (FN) Number of false negatives.

Total error (TE)

Similarity measure

(S)

Similarity measure
in object boundaries

(Ss)

Total number of misclassified pixels, normalized
with respect to the image size, that is: (FP +
FN) / Image Size.

Non-linear measure that fuses FP and FN and it is close
to 1 if detected foreground regions correspond to the
real ones, otherwise its value is close to 0, that is: (F'PN
FN) / (FPUFN).

Calculated as S, but considering only the regions of the
image surrounding the ground truth object boundaries
of 10 pixel width.

RM Rank each method for each performance metric for one
sequence: RM; = 31— 32, rank;(m, sq).
RC Global ranking of the algorithms across different se-

quences, that is: RC; = 1~ > Na RM,.
sq

Tab. 4.2: Description of the metrics used to evaluate the algorithm’s performance.

In the following section we compare the performance of the following algo-
rithms: the adaptive weighted classifier CLy, and the two weak classifiers CL¢
and CLp presented in [18]; the MoG algorithm proposed in [46] (MOGgrggsp);
the binary combinations of the foreground masks obtained by two indepen-
dent modules based on depth and color data as proposed in [95] (by using
MoG) and in [64] (by using ViBe), we refer to these algorithm as MOGg;,
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and Vibeg;,, the algorithm proposed in [68] (SOM), the MoG algorithm
proposed in [110] (MoGy;,). Finally, the two implementation, GSM 5 and
GSMy -, of the proposed GSM algorithm.

Results

To summarize the method’s performance, in Fig. 4.7 the ranking of each
sequence is shown, that is the RM classification. In addition, it is shown, the
RC classification in order to establish a global result. Both GSM and CLyy,
have qualitative best results in RC ranking, for that reason and in order to
understand the global results, we analyse the performance of both algorithms
for each sequence.

mm DcamSeq

== ShSeq

mm GenSeq
ColCamSeq

-e-RC

0
CLC CLD cLw MoGBIN MoGRGBD SoMUB MoGZIV ~ ViBeBIN GSMUB GSMUF

~

o

o

-~

w

N

N

Fig. 4.7: Camplani dataset simulation results. It can be found results of four differ-
ent sequences for all tested algorithms and final comparisons. As GSMy/
and GSMy; g are not the best for each sequence, are the most regular ones
as it can be seen with the RC line, the lower the better.

The measures described in Table 4.3 corresponds to the algorithms when
GenSeq is evaluated. We can observe that GSM;; has higher FN due to the
classification of all undefined pixels-class as foreground. Anyway, both of our
proposed solutions have better values in contours (Sp) than the CLy, one.
In Fig 4.8 it is important to observe the overall image. In last two rows the
person leaves the box on the table and we can observe that it perfectly fits
on the scene, as the edges does not blend with the background. Finally, as
expected, we can note that GSM;; achieves the best global result for this
sequence.

4.2 The Camplani Dataset
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Fig. 4.8: Results of GenSeq sequence: Left column corresponds to color images
used as reference, right column is the result of the algorithm considering
undefined pixels as foreground (GSMy ) and the column at the center is
the result of the algorithm considering undefined pixels as background
(GSMyB).
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TE FN FP S S RM
Avg Std Avg Std Avg Std Avg Std Avg Std

CLw 1.30 042 1.49 0.002 1.27 0.01 083 0.21 0.53 0.14 3.2
GSMyp 1.38 056 1.04 0.78 144 0.66 0.83 0.2 0.78 0.11 2.6
GSMyr 1.3 052 4.08 1538 1.3 06 083 02 0.78 0.14 3.2

Tab. 4.3: Results for GenSeq. FP: False positives. FN: False negatives. TE: Total
error. S: Similarity measure. Sg: Similarity measure in object boundaries.

Sequence DCamSeq is very relevant in that dataset as it is the unique sequence
that test one of the depth information issues: depth camouflage. As we can
see in Fig. 4.9 in the shelf area we do not have any relevant depth information,
so all the work is done using the color information. Our algorithm achieve
best results these kind of situations (see Table 4.4) due the combination of
two kind of information, color and depth, in the same model. This situation
is changeling when mixing color and depth information, other state-of-art
algorithms emphasize the weight of depth information, so, when this kind of
information is not relevant they have misclassification.

Fig. 4.9: Detail of segmentation when depth camouflage occurs. Second frame
depicts there is not relevant depth information. Third frame show the
segmentation result.

TE FN FP S S RM

Avg Std Avg Std Avg Std Avg Std Avg Std

CLw 246 182 3221 026 0.66 0.01 055 0.14 05 10.12 6.2
GSMyp 174 1.7 2045 1073 046 1.57 064 0.17 054 0.14 3.8
GSMypr 1.65 1.49 2206 11.6 0.61 1.73 0.65 0.18 0.55 0.14 3.6

Tab. 4.4: Results for DCamSeq. FP: False positives. FN: False negatives. TE: Total
error. S: Similarity measure. Sp: Similarity measure in object boundaries.

When analysing color camouflage (ColCamSeq), both implementations of
GSM have better values in the similarity measure (S) and in contours (Sg)
than the CLy, algorithm. Regarding undefined pixels, the sequence ColCam-
Seq (see Table. 4.5) is the opposite case of GenSeq, GSM 5 has higher FN
due to the misclassification of all undefined pixels as background, for that
reason that method has worth RM score than CLy,. Finally, we can highlight
that GSMy r has the best RM score for that sequence. In Fig. 4.10 we show
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both algorithms results (GSMy 3 and GSMy; ) over the sequence designed to
evaluate this issue.

TE FN FP S S RM
Avg Std Avg Std Avg Std Avg Std Avg Std

CLw 3.20 2.77 3.52 0.09 292 010 0.89 0.15 0.77 0.16 4.8
GSMyp 23 226 71 145 321 63 09 0.15 052 0.11 5.2
GSMyr 2.2 227 294 553 436 642 092 0.08 0.53 0.09 4

Tab. 4.5: Results for ColCamSeq. FP: False positives. FN: False negatives. TE: Total
error. S: Similarity measure. Sg: Similarity measure in object boundaries.

W g
A
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Fig. 4.10: Results of ColCamSeq sequence: Left column corresponds to color im-
ages used as reference, right column is the result of the algorithm con-
sidering undefined pixels as foreground (GSMy ) and the column at
the center is the result of the algorithm considering undefined pixels as
background (GSMy g).

Results in Table 4.6 depicts the performance of algorithms in ShSeq sequence.
We can observe that both GSM 5 and CLy, have very similar results, the
classification of undefined pixels as foreground class (GSM;; ), provokes
the apparition of a higher number of false positives, due to this reason this
algorithm has worst RM score. The importance of this sequence is focused on
the shadow apparition on the floor, see Fig. 4.11. As the box approximates
to the ground a shadow appears on it. After that, the box rotates on its axis
provoking the apparition of new shadows. We can observe that in segmented
images shadows does not appear.
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TE FN FP S S RM
Avg Std Avg Std Avg Std Avg Std Avg Std

CLy 0.81 0.35 1.60 0.05 0.68 0.02 094 0.04 0.71 0.07 2380
GSMyp 0.87 033 098 0.88 0.88 042 093 0.03 0.76 0.06 2380
GSMyr 166 038 0.14 0.19 192 044 0.89 0.04 0.65 0.05 4.2

Tab. 4.6: Results for ShSeq. FP: False positives. FN: False negatives. TE: Total error.
S: Similarity measure. Sp: Similarity measure in object boundaries.

Fig. 4.11: Results of ShSeq sequence: Left column corresponds to color images
used as reference, right column is the result of the algorithm considering
undefined pixels as foreground (GSM ) and the column at the center is

the result of the algorithm considering undefined pixels as background
(GSMyB).
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As we explained in the previous section, normally background is incorporated
at different speed by the different algorithms so they cannot be quantitatively
compared, Fig. 4.12 depicts the importance of applying the background
moving object algorithm (see Section 3.4.3). The same frame the objects
move, that region is classified as background.

Fig. 4.12: Results of MovedBG sequence: Left column corresponds to color images
used as reference, right column is the result of the algorithm considering
undefined pixels as foreground (GSMy ) and the column at the center is
the result of the algorithm considering undefined pixels as background
(GSMyB).

GSM Dataset

As we explained before, in the previous work there is no general purpose
RGBD dataset which covers all the desirable types of sequences in order to
properly evaluate a scene modelling algorithm. Each algorithm is evaluated
using its own proposed data and different metrics. This fact, as we seen in
the Camplani dataset makes very difficult to perform an unified comparison
between different methods. For this purpose, we propose a comprehensive
dataset that covers all the challenges that occur when combining depth and
color information.
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4.3.1 Description

The GSM dataset includes 7 different sequences (see Table 4.7) designed
to test each of the main problems in scene modelling when both color and
depth information are used. Each sequence starts with 100 training frames,
and have a foreground hand labelled ground truth.

Sequence Number of Ground truth  Test Objective
frames frames
Time of day 1231 23 Subtle illumination changes.
Colour Camouflage 428 11 Segmentation when colour informa-
tion is not relevant.
Depth Camouflage 465 12 Segmentation when colour informa-
tion is not existing or is not relevant.
Shadows 330 11 Apparition of shadows in the scene
background.
Light Switch 407 9 Sudden illumination changes.
Bootstrapping 300 11 Moving objects in training frames.
Waking object 200 10 Detect objects moving from the

scene background.

Tab. 4.7: Characteristics of sequences from GSM dataset.

Time of Day

This 1231 frame sequence is designed to evaluate smooth illumination
changes in the scene (see Fig. 4.13). After training frames no moving object
appears in the scene, subtle illumination changes occur during the sequence.
The ground truth is composed by 23 frames that cover the most relevant part

of the sequence where there are scene illumination changes.

Fig. 4.13: Time of day sequence. Left frame depicts an example of depth frame
for this sequence. Two next frames depict the start and the end of the
sequence.

4.3 GSM Dataset
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Color camouflage

The sequence has 428 frames, is used to evaluate the algorithm when color
camouflage take place(see Fig. 4.14). After 100 training frames a person
appears and places a folder on a shelf covering other folders of the same color.
The ground truth is composed by 11 frames that cover the most relevant
part of the sequence where there are moving objects and color camouflage
happen.

Fig. 4.14: Color camouflage sequence. Left frame depicts an example of depth
frame for this sequence. Two next frames depict the start and the end of
the sequence.

Depth camouflage

This is a 465 frame sequence used to evaluate the presented algorithm when
depth camouflage occur (see Fig. 4.15). After 100 training frames a person

appears and places a folder on an empty place on a shelf provoking new
depth values similar to the old ones. The ground truth is composed by 12
frames that cover the most relevant part of the sequence where there are
moving objects and depth camouflage occur.

Fig. 4.15: Depth camouflage sequence. Left frame depicts an example of depth
frame for this sequence. Two next frames depict the start and the end of
the sequence.
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Shadows

This 330 frame sequence created to evaluate the method’s performance when
shadows appears (see Fig. 4.16). In this example a person appears in the
scene and moves his hand near a wall provoking shadow apparition. The
ground truth is composed by 11 frames that cover the most relevant part of
the sequence that are the ones where the moving hand and the shadow is

present.

Fig. 4.16: Shadow sequence. Left frame depicts an example of depth frame for this
sequence. Two next frames depict the start and the end of the sequence.

Light Switch

The sequence is used to evaluate sudden illumination changes in the scene.
No moving object appears (see Fig. 4.17). After the training frames a lamp
is turned on. Light Switch sequence has 407 frames. The ground truth is
composed by 9 frames that cover the most relevant part of the sequence

where the illumination changes are produced.

Fig. 4.17: Lightswitch sequence. Left frame depicts an example of depth frame
for this sequence. Two next frames depict the start and the end of the
sequence.

Bootstrapping

This is a 300 frame sequence used to evaluate the method’s when there are
moving objects in the training stage (see Fig. 4.18). In this example a person
is moving during first 100 frames. This sequence is very challenging because
in training stage we have the assumption that depth information is constant
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during all frames, so its possible to model wrong distributions that leads to

misclassification.

Fig. 4.18: Bootstrapping sequence. Left frame depicts an example of depth frame
for this sequence. Two next frames depict the start and the end of the
sequence.

Waking Object

This is a 200 frame sequence used to evaluate the method’s performance
when an object initially in the background is moved (see Fig. 4.19). In this
example a person appears in the scene and moves a chair during 100 frames.
The ground truth is composed by 10 frames that cover the most relevant
part of the sequence when chair starts moving. Unlike the other dataset we
decided to create the ground truth images of this sequence because we think
that qualitative comparison between algorithms are very useful in order to

understand how they work and how we can improve them.

Fig. 4.19: Waking object sequence. Left frame depicts an example of depth frame
for this sequence. Two next frames depict the start and the end of the
sequence.

Metrics

In order to do an exhaustive and standard performance evaluation, we
computed the performance measures using the framework proposed on CVPR
2014 CDnet challenge [48], which implements the following seven different
measures: recall, specificity, false positive ratio (FPR), false negative ratio
(FNR), percentage of wrong classifications (PWC), f-measure and precision.
See Table 4.8 for details.
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Measure Description

Recall (Re) Fraction of relevant instances that are retrieved, that is:
TP/(TP+ FN) avalue € [0..1], the higher the better.

Specificity (Sp) Proportion of negatives which are correctly identified
as such: TN/(T'N + FP) avalue € [0..1], the higher the
better.

False Positive Rate Probability of falsely rejecting the correct hypothesis:

(FPR) FP/(FP+TN) avalue € [0..1], the lower the better.

False Negative Rate Probability of falsely accepting the invalid hypothesis:

(FNR) FN/(TP + FN) avalue € [0..1], the lower the better.

Percentage of Wrong Proportion of misclassified pixels: 100 % (FN +

Classifications FP)/(TP + FN + FP 4+ TN) a value € [0..100], the

(PWQC) lower the better.

F-Measure Weighted harmonic mean of precision and recall: (2
PrecisionxRecall)/(Precision+Recall) a value € [0..1],
the higher the better.

Precision Fraction of positive instances that are correctly classified
TP/(TP + FP) avalue € [0..1], the higher the better.

RM Rank each method for each performance metric for one
sequence.

RC Global ranking of the algorithms across different se-

quences. That is, the mean of RM for each method
across all sequences.
Tab. 4.8: Description of the metrics used to evaluate the algorithm’s performance.

We evaluate our proposed algorithm using three different algorithms: ViBe
[5], a mixture of Gaussian (MoG) implementation in Opencv library by
Zivkovic [110] and the background subtraction algorithm [37] that uses a
Gaussian kernel. Following the CDnet rules, each algorithm uses a single set
of parameters.

Results

In this section, we analyse the performance of these algorithms for each se-
quence. As we can see in Tables 4.9 and 4.10, the addition of one geometrical
dimension to our model permits to obtain a small advantage in the evaluation
of color related issues as Time of Day and Light Switch. Fig. 4.20 illustrates
that subtle changes in illumination, it is important to observe in result images,
as we expected, we do not have regions marked as foreground.
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FN FP TP TN Re Sp FPR FNR PWC F-Measure Precision RM

GSMy 0.00 0.19 0.00 99.81 0.00 1.00 0.00 0.00 0.19 0.00 0.00 1.00
GSMyr 0.00 0.31 0.00 99.69 0.00 1.00 0.00 0.00 0.31 0.00 0.00 1.43
MOG [110] 0.00 0.82 0.00 99.18 0.00 0.99 0.01 0.00 0.82 0.00 0.00 2.29
ViBe [64] 0.00 2.92 0.00 97.08 0.00 0.97 0.03 0.00 2.92 0.00 0.00 2.71
KDE [36] 0.00 0.33 0.00 99.67 0.00 1.00 0.00 0.00 0.33 0.00 0.00 1.86

Tab. 4.9: Time of day sequence measurements. FN: False Negatives. FP: False Posi-
tives. TP: True Positives. TN: True Negatives. Re: Recall. Sp:Specificity.
FPR: False Positive Rate. FNR:False Negative Rate. PWC: Percentage of
Wrong Classifications.

LightSwitch FN  FP TP N Re Sp FPR FNR PWC F-Measure Precision RM

GSMy 0.00 0.11 0.00 99.89 0.00 1.00 0.00 0.00 0.11 0.00 0.00 1.00
GSMyr 0.00 0.34 0.00 99.66 0.00 1.00 0.00 0.00 0.34 0.00 0.00 1.43
MOG [110] 0.00 2.60 0.00 97.40 0.00 0.97 0.03 0.00 2.60 0.00 0.00 1.86
ViBe [64] 0.00 4.70 0.00 95.30 0.00 0.95 0.05 0.00 4.70 0.00 0.00 2.71
KDE [36] 0.00 4.15 0.00 95.85 0.00 0.96 0.04 0.00 4.15 0.00 0.00 2.29

Tab. 4.10: Light switch sequence measurements. FN: False Negatives. FP: False Pos-
itives. TP: True Positives. TN: True Negatives. Re: Recall. Sp:Specificity.
FPR: False Positive Rate. FNR:False Negative Rate. PWC: Percentage of
Wrong Classifications.

Fig. 4.20: Results of Time Of Day sequence: Left column corresponds to color
images used as reference, right column is the result of the algorithm
considering undefined pixels as foreground (GSM ) and the column at
the center is the result of the algorithm considering undefined pixels as
background (GSMy ).
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The evaluation of colour camouflage situations is summarized in Table. 4.11,
GSM algorithms improves the other algorithm’s results, having best final
classification. Fig. 4.21) depicts the results of applying the GSM algorithms
in that sequences, the important area to observe is the final position of the
box on the shelf.

FN FP TP N Re Sp FPR FNR PWC F-Measure Precision RM

GSMyp 5.88 0.68 126.71 93.99 0.96 0.99 0.01 0.04 2.89 3.85 0.99 2.29
GSMyr 2.42  0.92 126.59 94.02 098 099 0.01 0.02 1.49 3.92 0.99 2.14
MOG [110] 42.09 0.69 117.45 91.90 0.74 0.99 0.01 0.26 16.97 3.19 0.99 4.29
ViBe [64] 33.25 0.26 120.23 91.98 0.78 1.00 0.00 0.22 13.64 3.34 1.00 3.29
KDE [36] 17.08 0.69 123.00 93.50 0.88 0.99 0.01 0.12 7.58 3.62 0.99 3.00

Tab. 4.11: Colour camouflage sequence measurements. FN: False Negatives. FP:
False Positives. TP: True Positives. TN: True Negatives. Re: Recall.
Sp:Specificity. FPR: False Positive Rate. FNR:False Negative Rate. PWC:
Percentage of Wrong Classifications.

Fig. 4.21: Results of Colour Camouflage sequence: Left column corresponds to
color images used as reference, right column is the result of the algorithm
considering undefined pixels as foreground (GSMy ) and the column at

the center is the result of the algorithm considering undefined pixels as
background (GSMy p).
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When depth camouflage occurs, GSM algorithms has best rank, due the low
number of false negatives comparing to the other algorithms, see Table. 4.12
for details. It is important to notice the difference between GSMy» and
GSMy; 5 in this sequence, that is caused by the misclassification of certain parts
of the body in first two images of the sequence (see Fig. 4.22) when undefined
pixels appears. It is important to notice that results of Elgammal’s approach
are very similar as the ones of proposed algorithm, that situation is caused
because in this sequence the important information is color information and
we model that in a similar way. Finally, it is important to notice that the book
is perfectly segmented in the last images of the sequence.

FN FP TP N Re Sp FPR FNR PWC F-Measure Precision RM

GSMyp 591 0.83 93.56 98.80 0.94 0.99 0.01 0.06 3.39 3.80 0.99 2.86
GSMyr 2.82 115 94.69 98.76 0.97 1.00 0.00 0.03 0.00 3.88 0.99 1.00
MOG [110] 53.88 0.29 90.64 94.89 0.63 1.00 0.00 0.37 22.60 2.87 1.00 4.14
ViBe [64] 35.88 0.44 92.50 95.85 0.72 1.00 0.00 0.28 16.17 3.15 1.00 3.71
KDE [36] 8.07 0.70 94.46 98.67 092 0.99 0.01 0.08 4.34 3.74 0.99 3.29

Tab. 4.12: Depth camouflage sequence measurements. FN: False Negatives. FP:
False Positives. TP: True Positives. TN: True Negatives. Re: Recall.
Sp:Specificity. FPR: False Positive Rate. FNR:False Negative Rate. PWC:
Percentage of Wrong Classifications.

A 2w

Fig. 4.22: Results of Depth Camouflage sequence: Left column corresponds to
color images used as reference, right column is the result of the algorithm
considering undefined pixels as foreground (GSMy ) and the column at
the center is the result of the algorithm considering undefined pixels as
background (GSMy g).
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In case of shadow evaluation, GSM;;» and GSM;; g have the best classifications
proving that adding depth information can help to avoid some color problems
(see Table 4.13). Elgammal’s algorithm has good results due to its special
treatment of color information to avoid shadows. In Fig. 4.23 it is important
to observe in color images how the hand approximates to the wall and a
shadow appears and how our algorithm can avoid classifying that region as
foreground.

FN FP TP TN Re Sp FPR FNR PWC F-Measure Precision RM

GSMy B 298 0.27 79.39 96.82 096 1.00 0.00 0.04 1.81 3.88 1.00 2.29
GSMyr 1.40 0.46 79.55 96.78 098 1.00 0.00 0.02 1.04 3.93 0.99 2.29
MOG [110] 29.55 0.19 67.56 95.24 0.70 1.00 0.00 0.30 15.44 3.08 1.00 3.86
ViBe [64] 25.00 0.43 70.22 95.35 0.74 1.00 0.00 0.26 13.32 3.20 0.99 3.57
KDE [36] 8.54 0.36 77.45 96.37 090 1.00 0.00 0.10 4.87 3.69 1.00 3.00

Tab. 4.13: Shadow sequence measurements. FN: False Negatives. FP: False Posi-
tives. TP: True Positives. TN: True Negatives. Re: Recall. Sp:Specificity.
FPR: False Positive Rate. FNR:False Negative Rate. PWC: Percentage of
Wrong Classifications.

Fig. 4.23: Results of Shadow sequence: Left column corresponds to color images
used as reference, right column is the result of the algorithm considering
undefined pixels as foreground (GSMy ) and the column at the center is
the result of the algorithm considering undefined pixels as background
(GSMypB).

GSM have also the best results in Bootstrapping situations (see Table 4.14).
This sequence is very challenging because in training stage, we have the
assumption that depth information is constant during all frames, so its
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possible to model wrong distributions that leads to misclassification, see
Fig. 4.24 for a visual example.

BootStraping  FN FP TP TN Re Sp FPR FNR PWC F-Measure Precision RM

GSMy 9.05 042 26.15 100.78 0.74 1.00 0.00 0.26 6.94 3.19 0.98 2.43
GSMy 4.64 0.56 26.25 101.63 0.85 0.99 0.01 0.15 3.91 3.49 0.98 2.00
MOG [110] 27.12 0.20 24.02 100.20 0.47 1.00 0.00 0.53 18.03 2.39 0.99 3.57
ViBe [64] 16.98 12.69 24.29 88.22 0.59 0.87 0.13 041 20.87 2.02 0.66 3.86
Elgammal 2192 0.38 2527 99.63 0.54 1.00 0.00 0.46 15.15 2.58 0.99 3.14

Tab. 4.14: Bootstrapping sequence measurements. FN: False Negatives. FP:
False Positives. TP: True Positives. TN: True Negatives. Re: Recall.
Sp:Specificity. FPR: False Positive Rate. FNR:False Negative Rate. PWC:
Percentage of Wrong Classifications.

Fig. 4.24: Results of Bootstrapping sequence: Left column corresponds to color
images used as reference, right column is the result of the algorithm
considering undefined pixels as foreground (GSM ) and the column at
the center is the result of the algorithm considering undefined pixels as
background (GSMy ).

The waking object sequence allows us to test the background object moving
detection obtaining the expected results. Results from GSM are better
than GSMy g, as it is shown in Table 4.14, that occur because in the last
part of the sequence the user is near the sensor provoking the apparition of
a big region with ADO-pixels, and consequently provokes misclassification.
Fig. 4.25 depicts the results of the GSM algorithms with the Bootstrapping
sequence.
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FN FP TP TN Re Sp FPR FNR PWC FMeasure Precision RM

GSMy B 17.77 1.49 74.83 91.24 0.81 0.98 0.02 0.19 10.39 3.37 0.98 3.71
GSMyr 3.27 3.85 77.15 94.36 096 0.96 0.04 0.04 3.98 3.74 0.95 2.29
MOG [110] 14.26 2.47 73.41 92.68 0.84 0.97 0.03 0.16 9.15 3.43 0.97 3.29
ViBe [64] 15.59 7.27 72176.00 87.37 1.00 0.92 0.08 0.00 0.03 4.00 1.00 2.43
KDE [36] 5.97 9.61 74.65 88.29 093 0.90 0.10 0.07 8.72 3.45 0.89 3.29

Tab. 4.15: Waking object sequence measurements. FN: False Negatives. FP:
False Positives. TP: True Positives. TN: True Negatives. Re: Recall.
Sp:Specificity. FPR: False Positive Rate. FNR:False Negative Rate. PWC:

Fig. 4.25:

Percentage of Wrong Classifications.

: k \\\\\“ g’:‘,ﬁi

Results of Waking Object sequence: Left column corresponds to color
images used as reference, right column is the result of the algorithm
considering undefined pixels as foreground (GSM ) and the column at
the center is the result of the algorithm considering undefined pixels as
background (GSMy ).
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In order to understand the global results, they have been summarized in
Table. 4.16. A ranking of the tested algorithms is computed (RC) starting
from the partial ranks on these measures (RM), see Fig. 4.26 for a visual
representation of results. GSM algorithm has good results when we test
different color changeling situations. GSMy gz and GSMy prove to be the
most stable in sudden illumination changes with significant difference to the
other algorithms due the invariance of depth information. As expected, when
depth information is relevant, GSM algorithm have best scores in all cases.
In Fig. 4.26 global results are summarized in a visual way.

Sequence  Waking Object Time of Day Colour Depth Shadows Light Switch Bootstrapping  RC
Camouflage Camouflage
GSM-UB 3 1 2 2.857 2 1 2.429 2.457
GSM-UF 1.857 1.429 2.714 2.714 2.571 1.429 2 2.429
MOG [110] 2.571 2.286 4.571 3.286 3.286 1.857 3.571 3.629
ViBe [64] 4.286 2.714 2.714 3.143 4.143 2.714 3.857 3.886
KDE [36] 3.286 1.857 3 3 3 2.286 3.143 3.314

Tab. 4.16: Evaluation results for all algorithms averaged over all sequences. Last
column shows final average ranking. Bold entries indicate the best result
and italics the second one.
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Fig. 4.26: GSM dataset simulation results. It can be found results of seven different
sequences for all tested algorithms and final comparisons. As GSMy g
and GSMy; 5 are not the best for each sequence, are the most regular ones
as it can be seen with the RC line, the lower the better.
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In order to make available the research done in scene modelling, allow future
work based on the GSM algorithm and future comparisons. The presented
dataset, the used implementation and the results obtained in this chapter are
available at gsm.uib.es.
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5.1

Conclusions

Conclusions

We have developed an interactive system to improve balance and postural
control through rehabilitation. The system exercises are focused on center-of-
mass movements induced by interacting with virtual objects shown on-screen.
The serious game was designed using the prototype development paradigm
and features for rehabilitation with serious games: feedback, adaptability,
motivational elements and monitoring. The employed interaction technology
is based on computer vision because balance rehabilitation consists of body
movements that can be recorded using these vision systems and because
users can have difficulties holding physical devices.

Through the described system we experimented if serious games for rehabili-
tation can be used for motivational balance rehabilitation in cerebral palsy
patients. Results show that users improved their balance slowly; improve-
ments were also detected in individual items. With regards to motivation, in
previous years the set of users had abandoned their therapeutic plans. Using
the presented system, no users abandoned and they showed interested in
continuing the rehabilitation process with the video games.

We experimented mirror feedback by means of an user study, mirror feedback
can be defined as the visual representation of the users inside the applica-
tion such as interaction feedback. We observed that users with cognitive
impairment had bigger differences between feedback conditions. The higher
cognitive impairment user had, the more important feedback was in order to
perform correctly the therapy. Results confirmed our hypothesis that in case
of disabilities the mirror feedback mechanisms facilitated the interaction in
the vision-based systems for rehabilitation.

We evaluated our interactive system during 24 weeks. The results suggest
that it is feasible to use interactive serious games as an intervention for
adults with cerebral palsy to address motivation in rehabilitation therapy and
thereby enhance balance and gait motor performance.

From our work implementing vision-based serious games for motor reha-
bilitation, we have presented implementations guidelines for developing
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vision-based motor-rehabilitation serious games, in order to help others
researchers in this field.

During the development of the experimental system, we noticed that users
sometimes were distracted by what was happening around them. To keep
the user centred on the game, background subtraction was applied, so we
could change the real background and put another one adapted to the user
needs. For that reason, we developed a new scene modelling approach, GSM,
that uses both depth and color information in a unified way. We constructed
a background model for each pixel of the scene and estimates the probability
that a newly observed pixel value belongs to that model. These probabilities
are estimated independently for each new frame.

We constructed our model using a KDE process, with a Gaussian Kernel. In
order to construct only one model, we used a three dimensional kernel, one
dimension to model depth information and two for normalised chromaticity
coordinates. We modelled sensor absent depth observations using a probabilis-
tic strategy in order to distinguish which belongs to the background model
and which are provoked by foreground objects in order to detected those
ones that are induced by foreground objects. That pixels cannot be classified
as background or foreground so we used a third classification class, we called
undefined, in order to classify that pixels. In addition, we developed an
algorithm to detect changing background objects in the same frame they
move based on the cdf of the pixel model. Two strategies are described in
order to adapt the update phase to the different nature of the color and
depth information, considering color information as short-term model and
depth as long-term one. Results show that the presented algorithm is the
most regular one, having good results in a wide range of situations, solving
the issues of the depth data sensors. That means, it can handle with many
different situations. We can conclude that by the combination of two kind of
information in a 3D kernel helps to achieve better modelling algorithms.

Next step in our research is the development of vision-based applications
for rehabilitation for large population groups, such as elderly people. The
European ageing population is in fast grow. According to the World Bank, 18
% of the population in Spain is over 65 years. Among the elderly people, falls
can lead to a major social problem, it influence significantly in life expectancy
and lead to subsequent clinical problems with high social and health costs.
The loss of autonomy is the most prominent consequence. Different studies
have demonstrated the importance of falls prevention, and its effectiveness
when specific programs of physiotherapy are used to improve balance [35,
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70, 86]. In order to generalize the use of these systems, the presented
scene modelling algorithm, GSM, is used in order to obtain environmental
independence [3]. These applications can be used at the patients’ homes so
that they do not have to displace to a hospital or a rehabilitation center, and
can therefore devote more time to their rehabilitation.

In this sense, our research group has developed some experimental systems

in order to validate the possibility of automatically evaluate the FRT [4, 3].

FRT is one of the most used tests for measuring balance clinically because it
measures the limits of stability while standing.

5.1 Conclusions
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